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Preface 

 

 

Dear readers and delegates at ELPUB 2007,  

 

 

It is a pleasure for us to present you with this volume of proceedings, consisting of scientific contributions 

accepted for presentation at the 11the ELPUB conference, organised by the Vienna University of Technology, 

Austria. 

 

The 11th ELPUB conference keeps alive the mission of the ten previous international conferences on electronic 

publishing - held in the United Kingdom (in 1997 and 2001), Hungary (1998), Sweden (1999), Russia (2000), 

the Czech Republic (2002), Portugal (2003), Brazil (2004) Belgium (2005) and Bulgaria (2006) - which is to 

bring together researchers, lecturers, developers, entrepreneurs, managers, users and all those interested in issues 

regarding Electronic Publishing in widely differing contexts. 

 

The theme for this year’s conference, “Openness in Digital Publishing: Awareness, Discovery, and Access”, is 

devoted to exploring the full spectrum of "openness" in digital publishing, from open source applications for 

content creation to open distribution of content, and open standards to facilitate sharing and open access to 

scientific publications. In addition to technical papers, we also encouraged submissions reporting on research on 

economics of openness, public policy implications, and institutional support and collaboration on digital 

publishing and knowledge dissemination. The goal is to encourage research and dialogues on the changing 

nature of scholarly communications enabled by open peer-to-peer production and new modes of sharing and 

creating knowledge. 

 

In order to guarantee the high quality of papers presented at ELPUB 2007, all submissions were peer–reviewed 

by the Programme Committee (PC), whose thirty-four highly qualified and specialised experts represent many 

different countries and cover a wide variety of institutional and knowledge domains. The PC did a great job in 

selecting the best submissions for ELPUB 2007, and we would like to thank them sincerely for the valuable time 

and expertise they put into the peer review process. 

 

At the conclusion of the peer review procedure, all selected and confirmed entries for this conference, including 

full papers for scientific presentations, and shorter papers for workshops and demonstrations, were pre–published 

in the ELPUB Digital Library at http://elpub.scix.net. Potential delegates could therefore see, in advance, what 

could be expected at the meeting. The same system – SOPS, or SciX Open Publishing System – was also used to 

set up the submission and review of abstracts. 

 

To assist with the assignment of reviewers, submitters were asked to characterise their entries by selecting 3–5 

key areas out of a larger list of subject descriptors. In a similar way, reviewers identified their 3–5 fields of 

expertise and this allowed the Programme team to map papers to reviewers. Finally, the same system supported 

the Programme Committee with the scheduling of the sessions and with grouping papers according to common 

and over-lapping themes. The Table of Content of this volume follows both the themes and the order of the 

sessions in which they were scheduled during the conference. 

 

As with all previous ELPUB conferences, the collection of papers and their metadata are made available through 

several channels of the Open Archives Initiative, including Dublin Core metadata distribution and full archives 

at http://elpub.scix.net. It may appear ironic to have a printed proceedings for a conference dedicated to 

Electronic Publishing. However, the "need" for printed publications is an old and continuing one. It seems that it 

is still essential for a significant number of delegates to have "something tangible" in their hands and their 

respective university administrations. 

 

We hope you enjoy reading the proceedings. It is also our pleasure to invite delegates and readers to ELPUB 

2008, taking place in Toronto, Canada. The 12th ELPUB conference will be organised by the University of 

Toronto, and this marks the first time the conference series will be held in North America. Details of the 

conference will be forthcoming at the ELPUB web site. 

 

Finally, we would like to thank our Keynote Speakers, Keith Jeffery and Norbert Kroó, for their insightful and 

timely contributions to the conference. Thanks also go to Grace Samuels for checking the references, to Tomo 



X 
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Cerovsek for maintaining the submission- and review-interface. We would also like to thank the sponsors for 

their generous contributions.  

 

With our best wishes for a very successful conference, 

 

      
Leslie Chan      Bob Martens  

Programme Committee Chair    General Chair 

University of Toronto Scarborough    Vienna University of Technology 
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Technical Infrastructure and Policy Framework for Maximising the 

Benefits from Research Output 
 

Keith G. Jeffery 

 

Science and Technology Facilities Council, Rutherford Appleton Laboratory, OX11 0QX UK 

e-mail: keith.g.jeffery@rl.ac.uk  

 

 

Abstract 
 

Electronic publishing is one part of a much larger process. There is a research lifecycle from creation of a 

programme for funded research through research proposals, projects, outputs (including publications), 

exploitation (both for further scholarly work and for commercial or quality of life benefits) and creation of the 

next programme. Throughout this lifecycle information is the lifeblood; publications are used and created at all 

stages. The vision proposed brings together electronic research publications with associated datasets and 

software all contextualised by a CRIS (Current Research Information System) which provides information on 

projects, persons, organisational units, outputs (products, patents, publications), events, facilities, equipment and 

much more. Via the CRIS, research output can be linked to financial, project management and human resource 

data: indeed finally the cost of production of a publication can be compared against its benefit. Realising the 

vision requires advanced IT architectures including GRIDs and ambient computing. Against this vision current 

debates about subscription-based publishing and gold author-pays open access publishing, about grey literature 

and green open access self-archiving can be regarded with clarity and objectivity. The way ahead is clear: 

funders of research should mandate green self-archiving for the benefit of research and of the twin beneficial 

consequences: wealth creation and improvement in the quality of life. These benefits far outweigh any short-

term benefits from the publishing industry in profits or tax-take. There is still plenty of market opportunity for 

publishers and their doomsday predictions are unsustainable.  

 

Keywords: open access; CRIS; e-infrastructure; repository 

 

1 Maximising the Benefits from Research Output 

1.1 The Requirement 

1.1.1 Introduction 

Let us start with that which is required. This is detailed below by type of user (actor) and role but we can surely 

agree that the overall aim must be that research output causes wealth creation and / or improvement in the quality 

of life. It follows therefore that maximising these desirable properties requires maximum access to research 

output. Provision of maximum access has technical, legalistic and economic implications. It also requires a 

broader context to ensure the research output material is understood and used appropriately. 

1.1.2 The Actors 

The researcher requires access to find relevant pre-existing research output and to find possible research 

collaborators. The research manager requires access to check completeness of recorded outputs from her 

institution, to compare with that of other institutions and thus to develop strategy for her institution. The funding 

agency requires access to ensure defined outputs from the funded research proposal are delivered, to compare 

outputs with those from other funding agencies and to find appropriate referees. The policymaker requires access 

to compare outputs produced by different continents, countries, institutions and research teams. The innovator 

requires access to find new ideas which are exploitable for wealth creation or improvement in the quality of life. 

The educator requires access to obtain teaching material. The student requires access to use learning material. 

The media require access to obtain information that can be recast as ‘stories’ which popularise research or raise 

social, ethical, political or economic issues concerning the research for the public interest. 
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1.1.3 The Roles 

Any competent researcher before starting a new research idea will review the existing research output. The more 

complete and accessible this is to her, the better the review will be, nugatory effort will be avoided and a better 

(novel) idea will be formulated. A researcher working in one topic area may find an applicable and appropriate 

technique –such as an experimental protocol, or a computer program for simulation or statistical reduction - from 

another topic area. As a result of one of the above, or by an independent search, a researcher may find a potential 

collaborator or complementary co-worker for a research idea.  

One measure of a researcher capability is evaluation of produced output. The more complete and accessible 

outputs are, the better the quality of the evaluation. The metrics imposed on the raw data (i.e. how one ranks 

different publication channels such as journals) are a separate issue, but without complete and verifiable raw data 

evaluations are worthless. Similarly the performance of an organisational unit can be evaluated based on its 

outputs. Indeed, one could compare inputs (funding) with outputs as evaluated to obtain some idea of 

effectiveness and efficiency. 

One may wish to evaluate the literature in different topic areas of fields of research. This may inform strategic 

decisions on research funding, or areas of priority in a research institution. The literature provides a source of 

ideas, usually with associated research to demonstrate their potential use. This is a mine of information for the 

entrepreneur or innovator who wishes to invest venture capital to create products or services with associated 

wealth creation (jobs, profits for shareholders). 

Today’s teaching material is the research output of years ago. As the pace of learning increases, and the volume 

of research output increases, there is a need for faster and easier access to appropriate research literature by 

educators. Modern learning is more project-based and less ‘chalk and talk’. Students are encouraged to utilise 

technology to find relevant information.  

Journalists and other media professionals need easy access to research outputs in order to find interesting 

‘stories’ for popularising, to research (verify) the background to ‘urban myths’ about research and to find 

researchers suitable for appearing on TV programmes or writing articles. 

1.1.4 Conclusion 

We can conclude that all these actors, in the various example roles discussed, require easy (fast, efficient) access 

to research output material. Technically this implies the need for excellent descriptive metadata, fast searching of 

metadata, fast searching of text and multimedia and well-structured results. Furthermore access to heterogeneous 

distributed repositories should appear homogeneous and local to the end-user. This implies reconciliation to a 

canonical syntax (structure) and semantics (meaning) which in turn is likely to involve translation of character 

sets, language and ontological terms. Legalistically it requires unfettered access although restrictive metadata 

may document - for software to enforce - claimed rights which should be respected (like attribution) and even 

may define a price for access. Economically it requires a business model where costs are minimised (ideally zero 

as seen by the end-user), any income lies where the work is done and costs are borne where benefit is obtained. 

Furthermore, ideally the actors require the research output material in the context of research project, 

researchers, organizations involved, facilities and equipment, funding etc.  

1.2 A Scenario 

All the actors require access anytime, anyplace, anywhere (so-called martini computing) via any appropriate 

device. The access should be not only to local (job, role or personal) information but, with minimal effort, to the 

whole world of research information.  

A researcher should be able remotely to set up and control experiments (physical experimentation), take and 

visualise results, access relevant research literature, access datasets and analytical or simulation software (in-

silico experimentation) and create new publications (whether academic or project management reports or delive-

rables) with automated assistance. She should be able to complete research proposals with intelligent assistant 

software to fill in the standard form fields. She should be able to find suitable research partners in academia or 

industry. She should be able to utilise computation power, storage and network resources without knowing 

where they are – only knowing their capabilities are suitable for her task and respecting any restrictions con-

cerning rights acknowledgement or payment. She should also be able to do all the management/administrative 

tasks comfortably and efficiently within the same environment: completing time sheets, expense claims, 

purchase requisitions, travel plans etc. The management of research publications must lie comfortably within this 

environment.  
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Similarly research managers in research institutions or funding agencies should be able to gain quickly the ‘state 

of the world’ in any research area to compare their own organisation with others and thence plan appropriate 

strategies. This implies knowing what other funding agencies or research institutions have currently in terms of 

projects, persons, organisation units (e.g. research teams, departments), funding programmes, research outputs 

(products, patents, publications), events, facilities and equipment and so on. 

The point to be stressed is that research outputs are part of a much larger environment, all of which must be 

recorded and accessible for the end-user to appreciate the research output material. 

2 Technical Infrastructure 

2.1 Introduction 

The solution comes in several components: the e-Infrastructure provides the connectivity, computing power and 

software engineering environment for ease of access and ease of use. CRIS (Current Research Information 

Systems) provide structured information documenting the context of the research and providing structured 

metadata. OA repositories (of publications) provide the scholarly research output. e-Research repositories 

(research datasets and software) provide the detailed underpinning material of the research.  

2.2 e-Infrastructure 

Over the last few years it has become apparent that the e-infrastructure solution is based on GRIDs and SOA 

(service oriented architecture) [1, 2]. The original GRID idea provides metacomputing (linked supercomputers) 

[3]. The original WWW idea provides access to information but without computation. Bringing them together 

provides a user-invisible platform [4]. Adding self-* properties (self-management, self-composition, self-

repairing, self-tuning) [5] makes the platform effective and efficient. Utilising a SOA (Service-Oriented 

Architecture) based on discoverable reliable services (pieces of software that execute some function and can be 

composed into larger software structures to perform human-recognisable tasks) increases the reliability and 

decreases the software cost. The SOKU (Service-Oriented Knowledge Utility) concept [6] shows much promise: 

each SOKU would be wrapped in metadata to allow its discovery (descriptive metadata) and to control 

(parameterise) its execution in both functional (how it does what it does) and non-functional (under what 

conditions e.g. rights attribution, price) it does it, modes (restrictive metadata) (Figure 1). 

 

  

Figure 1: SOKU 
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Functional program code 

Descriptive metadata 
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The critical requirement for effective e-infrastructure has been recognised internationally. The 

‘cyberinfrastructure’ [7] in North America follows the work on e-infrastructure based on GEANT in Europe [8] 

itself partly stimulated by the requirements of research facilities [9]. Individual European countries, too, have 

invested in e-infrastructure; an example is e-Science (applications) utilising the national GRID service 

(middleware) itself based on JANET (network) in UK [10]. Similar initiatives have been taken elsewhere 

notably in Australasia, Japan, China, Singapore, India and also in South America. 

These e-infrastructures provide fast networking linking supercomputers, repositories and access to experimental 

facilities. They have schemes for identification, authentication and authorisation of usage. They have 

middleware to make the base resources invisible to the end-user and to optimize resource allocation. They are 

developing methods for homogeneous access to heterogeneous resources. 

To date the work has largely been academic. The IT companies have been involved in producing components of 

the solution; e.g. IBM has an autonomic computing product, ORACLE has a clustered database product. Univa 

[11] offers a commercialised version of the popular open source GLOBUS middleware. However, there are 

extensive developments underway in many IT companies to produce GRID/SOA-compatible products and some 

are even basing their future architectures on SOKU. 

The challenge posed is how to utilise this emerging e-infrastructure for benefit and specifically how to use it to 

make more accessible and available the research literature in a form appropriate for the actors performing their 

roles as outlined above. 

2.3 CRIS 

CRIS (Current Research Information Systems) have been developed over the last 40 years. Currently an EU 

Recommendation to member states, CERIF (Common European Research Information Format) is being adopted 

quite widely and it allows interoperation. A CRIS typically has information on projects, persons, organisational 

units, funding programmes, research outputs (products, patents, publications), facilities and equipment and 

events. The novelty of CERIF is its formal data structure, its use of linking relations to allow n:m relationships 

with role and temporal duration, its use of multiple character sets and provision of multilinguality.  

Consider the following case illustrated in (Figure 2)Fehler! Verweisquelle konnte nicht gefunden werden. : A 

person A is an employee of organisation O and a member of organisations M and N both of which are parts of O. 

She is author of X in which O claims the IPR (intellectual property right) and project leader of P. In CERIF the 

following records would be in base tables: Person: A; OrgUnit: O,M,N; Publication: X; Project: P. The link 

tables would be: Person-OrgUnit: A-employee-O, A-member-M, A-member-N; OrgUnit-OrgUnit: M-partof-O; 

N-partof-O; Person-Publication: A-author-X; OrgUnit-Publication: O-IPR-X; Person-Project: A-projectleader-P. 

In fact, the link tables include, as well as role, the temporal information concerning start and end date-time. In 

this example it may be that when A authored X she was no longer a member of M. This, relatively simple, 

example illustrates the power of CERIF as a data model.  

CERIF is maintained by the not-for-profit organisation euroCRIS (www.eurocris.org) from whence details are 

available. Commercial CRIS offerings are available from uniCRIS [12] which is fully CERIF-compatible, Atira 

[13], and Avedas [14]. Many funding agencies and research institutions have some form of ‘home-brew’ CRIS, 

the majority are more-or-less CERIF-compatible. The provision of CRIS in a modern e-infrastructure 

environment has been discussed in [15].  

2.4 Repositories 

Repositories store and provide access to the detailed information. It is usual to separate repositories of research 

publications from repositories of research datasets and software (e-Science or, better, e-Research repositories) 

because of their different access patterns and different metadata requirements. The e-Research repositories 

require much more detailed metadata to control utilisation of the software and datasets in addition to metadata to 

allow discovery of the resources. At present they tend to be specific to an individual organisation because of 

their novelty and the differing requirements on metadata imposed by different (commonly international) 

communities e.g. in space science, atmospheric physics, materials science, particle physics, humanities or social 

science. Publication repositories typically use some form of Dublin Core Metadata [16] and most are OAI-PMH 

(Open Access Initiative – Protocol for Metadata Harvesting) [17] compliant for interoperation and are indexed 

by Google Scholar. Example software systems are ePrints [18], Dspace [19], Fedora [20] and ePubs [21].  
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Figure 2: Example of CERIF 

2.5 Metadata and Curation 

Digitally-created articles rely heavily on both the metadata record and the articles themselves being deposited. 

International metadata standards and protocols must be applied to repositories so that retrieval may be consistent 

with appropriate recall (precision) and relevance so that harvesting (or homogeneous retrieval access) across 

repositories can take place. A model for formalising metadata [22] is required.  

The current DC metadata standards DC [16] and OAI-PMH [17] for interoperability are insufficient for scalable, 

automated retrieval with appropriate relevance (precision) and recall. DC is machine-readable but not machine-

understandable. One basic problem is that a formalised syntax and semantics (vocabulary) for each relevant DC 

element was not specified in ‘simple DC’ and has only partially been overcome by the use of namespaces in 

‘qualified DC’. A second problem concerns the element set tags ‘contributor’, ‘creator’ and ‘publisher’ which 

are actually roles of a person or organisational unit and should be represented by a relationship (between the 

article and the person or organisational unit) where the role value belongs to a namespace and is temporally 

limited . A third problem is the tag ‘relation’ which is extremely general; the real world is much better modelled 

through typed relations with role and temporal validity. Other problems include the tag ‘coverage’ which only 

recently has been separated into temporal and spatial aspects yet these are fundamental retrieval criteria for much 

material. A formalised version of DC overcoming these limitations has been suggested [23] and defined [24] to 

form also part of the CERIF model allowing tight integration with CRIS. Recently the DC community has 

recognised these problems and with more recent work [25, 26] is attempting to address them.  

To ensure that research output material is available for future generations, curation and preservation issues must 

be addressed. There is current work to define metadata standards to achieve this [27] but a major problem 

concerns maintaining the articles on current (i.e. usable) media.  

2.6 Integration 

The linking together at an institution of a ‘green’ OA repository of articles, a CRIS (to provide contextual 

information) and an OA repository of research datasets and software [28] (Figure 3) ensures that an institution 

can manage its IP for benefit whether that benefit is in innovation and investment, in educational resources, in 

stimulation of future research or in publicity. Furthermore, the formalised structure of the CRIS allows a reliable 

workflow to be engineered which in turn encourages deposit of research outputs. Such a system is being 

implemented progressively at STFC Rutherford Appleton Laboratory where the CERIF-CRIS is named the 

Corporate Data Repository, the OA repository is ePubs and the e-research repository is the e-Science repository. 

Linking together these institutional CRIS systems - which have a formal structure and hence can be interoperated 

reliably and in a scalable way [29] - provides a network of access to institutional OA repositories (of articles) or 

e-research repositories via the CERIF-CRIS gateways enhancing and controlling the access using the CERIF-

CRIS information as formalised, structured and contextual metadata which is more detailed than DC and suitable 

for intelligent (machine-understandable) interoperation (Figure 4). Interoperation of CERIF-CRIS has been 
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demonstrated, most recently for euroHORCS (European Heads of Research Councils) in October 2006. 

However, as yet, the whole architecture has not been demonstrated.  

 

Figure 3: Architecture for an Institution 
 

 

 

 

Figure 4: Architecture for OA 
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3.2 Motivations 

Open Access (OA) means that electronic scholarly articles are available freely at the point of use. The subject 

has been discussed for over 10 years [31], but has reached a crescendo of discussion over the last few years with 

various declarations in favour of OA from groups of researchers or their representatives [32-35]. The UK House 

of Commons Science and Technology Committee [36] considered the issue in 2004, reporting in the summer in 

favour of OA. This indicates the importance of the issue, and led to statements from large research funding 

bodies such as the Wellcome Trust [37] and the Research Councils UK [38]. More recently the USA has 

attempted to move in this direction [39]. What has motivated this interest?  

Ethics: There is an ethical argument that research funded by the public should be available to the public. Since 

research is an international activity, this crosses national boundaries.  

Research Impact: The internet provides an opportunity. Modern harvesting techniques and search engines make 

it possible to discover publications of relevance if they are deposited in an OA repository with a particular 

metadata standard. If all authors did this then the world of research would be available ‘at the fingertips’. There 

is evidence that articles available in an OA repository have more accesses / downloads (readers), citations and 

therefore impact [40, 41]  

Costs and economic benefit: There is concern over the hindrance to research caused by the cost of journal 

subscriptions, whether electronic or paper. These costs run well above the rate of inflation with the result that 

libraries with restricted budgets (i.e. all of them!) are no longer providing many journals needed by researchers 

[42-44]. Estimates of the costs of ‘gold’ OA publishing indicate that for a productive institution these costs could 

exceed by a factor of 3 current subscription costs. Economic benefit of improved (open) access has been studied 

and ‘green’ OA is regarded as beneficial [45, 46]. 

Metrics: measures of utilisation of research publications are used for various statistical purposes – usually to 

indicate quality which may be used in evaluation to allocate research funding. Articles in an OA repository allow 

automation of such metrics including measures of impact and – most importantly – at the level of the article (not 

the channel) and evenly across all disciplines and language encodings in contradistinction to how ISI manages 

ranking. This aspect links with those of research impact and costs and economic benefit. 

Added value: articles in an OA repository can easily be linked to structured data contextualising the research 

(CRIS) [47, 48] and thence to repositories of research datasets and software [28].  

Just reward: There is also concern that in traditional scholarly publishing, most of the work (authoring, 

reviewing, editing) is done freely by the community and that the publishers make excessive profits from the 

actual publishing (making available) process.  

3.3 Barriers to OA 

Despite the positive motivations there are barriers to OA.  

Loss of publisher income: The major objection to ‘green’ self-archiving comes from publishers and learned 

societies in publisher role (many of which depend on subscriptions to their publications) who fear that ‘green’ 

OA threatens their business viability. To date there is no evidence that ‘green’ archiving harms the business 

model of publishing [49, 50]. There is evidence that ‘green’ archiving increases utilisation, citation and impact of 

a publication [51, 52] and has economic benefits [45, 46]. Whilst the major commercial publishers could provide 

additional value-added services to offset the impact of OA on current business models, the impact on learned 

societies may require new business models to be developed. 

Copyright: Copyright agreements between authors and publishers may inhibit the ‘green’ route. However, to 

date, over 90% of publication channels (the variability depends on exactly what is counted) allow ‘green’ author 

deposit although some insist on an embargo period before the publication is available for OA [53]. In contrast 

some publishers of journals – of which Nature is the most well-known – do not demand copyright from the 

author but merely a licence to publish, leaving copyright with the author or their institution. 

Difficulties in access and utilization: despite the Dublin Core metadata standard [16] and an interoperation 

protocol [17] there are difficulties in an end-user obtaining appropriate relevance (precision) and recall in 

retrieval – certainly when compared with a well-structured library catalog system using e.g. [54]. This indicates 

that the metadata is insufficient for the purpose. Similarly, if the end-user wishes easy access from the article to 

research context or associated research datasets and software this is currently extremely difficult. However, 

linking a repository of articles to a CRIS provides structured metadata which improves greatly relevance 

(precision) and recall and also provides a link through to e-research repository information. 
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Completeness: there is great difficulty in persuading researchers to deposit their material in OA repositories. 

Estimates indicate an 8-15% fill of OA repositories [55] although when a funding organization or institution 

applies a mandate this rises rapidly to 60%-90% eventually approaching 100% [56]. Additionally, an institution 

may – following the mandate – assist in automating the process with a workflow such that there is minimum 

(re)keying of metadata [57]. Again this works best if there is a CRIS with structured metadata. 

3.4 Mandates 

Both the EU [58] and the USA (proposed US Federal Research Public Access Act [39]) have moved towards 

mandating that output of publicly funded research should be OA. Neither has (as yet) enacted the mandate. For a 

summary see [59]. The EU went against the results of its own commission study possibly as a result of the 

‘Brussels Declaration’ from the STM (Science, Technology and Medicine) Publishing community [60] despite 

EURAB (EU Research Advisory Board) recommending green OA [61]. Various funding organisations have 

mandated open access for the outputs of research that they fund, based on the arguments in 3.2 above. The vast 

majority mandate ‘green’ OA (parallel self-archiving in an institutional repository) and some (Wellcome, 

Hughes) agree to fund in parallel ‘gold’ (author funder pays) with preferred publishers. More recently CERN (a 

research institution, not a funder) has proposed to go the ‘preferred publisher gold’ route [62]. This is surprising 

since CERN and the particle physics community pioneered ‘green’ OA with arXiv [63]. 

The preferred, optimal and recommended procedure is immediately upon acceptance for publication the 

metadata and full article are deposited in an institutional repository. If the publisher does not demand an 

embargo period both are set to open access; if an embargo period is demanded then only the metadata is made 

visible until the end of the embargo period. Of course, associated with the metadata record there can be (and 

ePrints [18] provides) a ‘request button’ so that the material can be sent automatically to any researcher who 

requests it under the usual ‘fair use’ conditions. 

3.5 Integration 

What is required now is for all funding agencies to mandate green OA in institutional repositories of research 

output articles, and for all research institutions to maintain such a repository linked to a CRIS and thence to a 

repository of research datasets and software. This would provide universal open access and allow researchers, 

research managers, innovators, policymakers, the media and others to access the research knowledge of the 

world easily, quickly and cheaply thus promoting wealth creation and improvement in the quality of life. 

Such a move will be resisted by the Learned Societies (acting as publishers) and the publishing industry for 

business reasons. There are two possible ways forward: (1) press ahead with ‘green’ OA ignoring the opposing 

interests (2) while pressing ahead with ‘green’ OA also engage in debate with the opposing interests to reassure 

them that there are business models including OA that can work. Stevan Harnad takes the first view and refutes 

all needless speculation (a position we admire but with which we cannot agree wholeheartedly); we take the 

second view with a more pragmatic attitude to securing OA for the future.  

Thus, there is a need for engagement with the Learned Societies to develop new methods of peer review which 

can be paid for in order to preserve those societies and the benefits they bring without requiring them to have a 

business model based on traditional publishing. 

Finally there is a need for engagement with traditional publishers to explore what value-added products they 

could produce harvesting from a rich world of OA repositories of publications cross-linked via CRISs with 

associated research datasets and software. 

4 The Way Forward 

In the world of advanced e-infrastructures the progress of research, with its concomitant benefits in wealth 

creation and improvement in the quality of life, cannot be hindered by obsolete information availability (i.e. 

commercial publishing) channels. 

4.1 Speculation: Future 

Looking to the future speculatively, it is possible to imagine ‘green’ OA repositories becoming commonplace 

and used heavily. At that point, we argue, one could change the business model so that an author deposits in an 

open access ‘green’ repository but instead of submitting in parallel to a journal or conference peer-review 

process, the peer-review is done either by: 
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a) a learned society managing a ‘college’ of experts and the reviewing process – for a fee paid by the 

institution of the author or the author; 

b) allowing annotation by any reader (with digital signature to ensure identification / authentication); 

in both cases being alerted by ‘push technology’ that a new article matching their interest profile has been 

deposited. 

The former peer-review mechanism would maintain learned societies in business, would still cost the institution 

of the author or the author but would probably be less expensive than publisher subscriptions or ‘gold’ (author or 

author institution pays) open access. The latter is much more adventurous and in the spirit of the internet; in a 

charming way it somehow recaptures the scholarly process of two centuries ago (initial draft, open discussion, 

revision and publication) in a modern world context. It is this possible future that is feared by commercial 

publishers. 

5 Conclusion 

Despite protests and obstacles to improved access to research material over the centuries from religious, 

commercial, professional or labour groups, none delayed for long progress to meet the requirement as defined by 

the research community. The advanced international e-infrastructure provides ‘martini computing’ and 

invisibility of resources to the end-user. It supports access to structured research information on projects, 

persons, organisational units, funding, research outputs (products, patents, publications), research facilities and 

equipment, events and more (CRIS). It supports repositories of articles and of research datasets and software. It 

supports access to experimental facilities and ‘computational steering’ of experiments whether physical or ‘in 

silico’. There is a new world of research capability. Electronic research output publications must take their place 

in this new world of accessibility and utilisation unhindered by outdated prejudices. This will lead to maximum 

use of - and benefits from - the research output for quality evaluation, for innovation, for further research, for 

education, for research management and planning and for informing public debate on research issues. 
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Abstract 
 

The goal of Open Access (OA) is to grant anyone, anywhere and anytime free access to the results of scientific 

research. The High-Energy Physics (HEP) community has pioneered OA with its “pre-print culture”: the mass 

mailing, first, and the online posting, later, of preliminary versions of its articles. After almost half a century of 

widespread dissemination of pre-prints, the time is ripe for the HEP community to explore OA publishing. 

Among other possible models, a sponsoring consortium appears as the most viable option for a transition of HEP 

peer-reviewed literature to OA. A Sponsoring Consortium for Open Access Publishing in Particle Physics 

(SCOAP
3
) is proposed as a central body which would remunerate publishers for the peer-review service, 

effectively replacing the “reader-pays” model of traditional subscriptions with an “author-side” funding. Funding 

to SCOAP
3 

would come from HEP funding agencies and library consortia through a re-direction of 

subscriptions. This model is discussed in details together with a quantitative description of the HEP publishing 

landscape leading to a practical proposal for a seamless transition of HEP peer-reviewed literature to OA 

publishing. 
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1 Introduction 
 
The goal of “Open Access” (OA) is to grant anyone, anywhere and anytime, free access to the results of 

scientific research [1]. The OA debate has gained considerable momentum in recent years across many 

disciplines, both in the sciences and the humanities. In High Energy Physics (HEP) this debate is driven mostly 

by two factors: 

 

• The “serials crisis” of ever-rising costs of journals, which has forced libraries to cancel a steadily 

increasing number of subscriptions, curtailing the access of researchers to scientific literature. This 

traditional business has become financially unsustainable for libraries and publishers alike; 

• The increasing awareness that results of publicly funded research should be made generally available 

going past the availability of pre-prints, towards peer-reviewed literature. 

 

HEP pioneered OA through its “pre-print culture”: the mass mailing for four decades of preliminary versions of 

articles, so to ensure their largest diffusion. With the onset of the Internet, the HEP community spearheaded the 

culture of “repositories”: online collections of freely accessible pre-prints. Thanks to the speed at which they 

make results available, repositories have become the lifeblood of HEP scientific information exchange. 

However, they usually contain the original version of articles submitted to journals, and not the final, peer-

reviewed, published version. Notwithstanding the success of repositories, there is consensus in the HEP 

community that high-quality journals still play a pivot role, by providing [2]:  

 

• quality control through the peer-review process; 

• a platform for the evaluation and career evolution of scientists; 

• a measure of the quality and productivity of research groups and institutes. 

 

A powerful synergy can arise between the strong OA culture of the HEP community, which finds its roots in 

four decades of preprint circulation, and its continuing need for high-quality journals, leading to a unique 

opportunity for a possible transition to OA publishing of the HEP peer-reviewed literature. The community is 

now moving towards such groundbreaking transition through the establishment of a consortium, SCOAP
3
 

(Sponsoring Consortium for Open Access Publishing in Particle Physics). This consortium would engage 

publishers of high-quality peer-reviewed journals in order to cover the costs of the peer-review process with 
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funds previously used for journal subscriptions. This idea is viable for the HEP community since the author and 

the reader communities largely overlap, and are mostly funded by the same actors. This article describes the 

SCOAP
3
 initiative: 

 

• section 2 puts the HEP publishing landscape into context, and describes the background to OA 

Publishing in HEP and the steps which led to the SCOAP
3
 initiative; 

• section 3 presents the SCOAP
3
 model through the roles of the main stakeholders in HEP scientific 

publishing; 

• section 4 illustrates the results of an analysis of the HEP publishing landscape and their consequences 

on the targets of the SCOAP
3
 initiative; 

• section 5 presents the financial aspects of the SCOAP
3
 model together with a cost-sharing scenario 

based on an investigation of the author basis of HEP; 

• section 6 concludes the article by presenting the status of the initiative at the time of writing. 

 

2 Background 
 

A recent study analyzed articles submitted in 2005 to the arXiv.org repository and classified in the hep-ex, hep-

lat, hep-ph and hep-th categories and subsequently published. Out of a total of about 5’000 articles, more than 

80% appeared in just six peer-reviewed journals from four publishers [3]: Physical Review and Physical Review 

Letters (published by the American Physical Society), Physics Letters and Nuclear Physics B (Elsevier), Journal 

of High Energy Physics (SISSA/IOP) and the European Physical Journal (Springer). Almost 90% of the articles 

were published by just four publishers, two out of which (American Physical Society and SISSA/IOP) are 

learned society.  

 

 

Figure 1: Distribution of the HEP articles submitted in 2005 to the arXiv.org repository under the 

categories hep-ex, hep-lat, hep-ph and hep-th and subsequently published in peer-reviewed journals. A 

total sample of about 5’000 articles is considered. Only journal with a total share above 1% are 

considered, with the exception of Nuclear Instrument and Methods in Physics Research (NIM). The 

“Others” group comprises 77 remaining journals. From reference [3]. 

 

These findings, summarised in figures 1 and 2, spotlight two fundamental points relevant for a possible transition 

of HEP publishing to OA: the volume of articles is small and these are concentrated in a few core titles, mostly 

published by learned societies. All HEP leading journals have recently taken a pro-active stance on OA. Journals 

from the American Physical Society, Elsevier and Springer offer authors an option to pay a fee to make their 

articles OA, while the Journal of High Energy Physics is recently experimenting with an institutional 

membership fee. The latter appears a more successful scheme, as funding mechanisms in HEP seldom include 

overhead for scientific publications to be directly used by authors. Moreover, the direct payment for the OA 

publication of an articles is perceived in very negative terms by the community, reminiscent of the unpopular 

“page charges” of some journals. This perception might have extended to other journals, such as the New 
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Journal of Physics, which are built on a “pay-per-article” Open Access model, but have so far attracted only a 

limited HEP content. 

 

 

 

Figure 2: Distribution by publisher of the HEP articles submitted in 2005 to the arXiv.org repository 

under the categories hep-ex, hep-lat, hep-ph and hep-th and subsequently published in peer-reviewed 

journals. A total sample of about 5’000 articles is considered. From reference [3]. 

 

The debate on OA publishing in HEP was initiated by CERN. CERN is the leading HEP laboratory, with over 

half a century of history. Its flagship program, the LHC accelerator, will see four large experimental 

collaborations probe fundamental questions in our understanding of the Universe. CERN epitomizes cross-

border collaboration in HEP: the LHC accelerator and detectors include components built in HEP laboratories 

and Universities around the world; the largest of the LHC experimental collaborations count as many as 2000 

scientists, including about 400 students from 160 universities and laboratories spread over 35 countries. As part 

of its role to chart the future of HEP, in synergy with HEP funding agencies worldwide, CERN promoted several 

events focussed on OA publishing in HEP: 

 

• September 2005. Open meeting on the changing publishing model. This event brought together 

representatives of authors, funding agencies and publishers with the aims of first discussing in HEP 

publishing issues such as publishing costs, competition, fair distribution of costs, opportunities for 

developing countries, alternative business models and the quality of peer-review [4]; 

• December 2005. Colloquium on Open Access publishing in particle physics. A representative group of 

authors, funding agencies and publishers indicated a possible way forward to OA publishing based on 

three pillars: asserting the complementary roles of repositories and peer-reviewed literature, decoupling 

preservation issues and the publication model, enshrining the importance of peer-review for evaluation 

and academic credibility [5]; 

• December 2005 to June 2006. Task Force on Open Access Publishing in Particle Physics. This tri-

partite task force composed by authors, funding agencies and publishers was charged by the main 

stakeholders to “study and develop sustainable business models for OA publishing for existing and new 

journals and publishers in particle physics”. In its report [2] it suggested to establish a sponsoring 

consortium, SCOAP3, as a central body which would remunerate publishers for the peer-review 

service, effectively replacing the “reader-pays” model of traditional subscriptions with an “author-side” 

funding; 

• November 2006. Establishing a sponsoring consortium for Open Access publishing in Particle Physics. 

Following the task-force report and the acceptance of its model by representatives from major European 

stakeholders, a Working Party was established to develop a specific proposal for the creation of 

SCOAP
3
, which is described in this article [6]. More information is contained in the SCOAP

3 
Working 

Party report [7]. 
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3 The SCOAP
3
 Model 

 

SCOAP
3
 will act as a single interface between the main stakeholders of the HEP scientific information market: 

on one side the author and reader communities and on the other side the publishers of high-quality HEP journals. 

The aim of SCOAP
3
 is to establish OA to HEP peer-reviewed articles along the lines of the Budapest Initiative 

[8], namely “free availability on the public internet, permitting any users to read, download, copy, distribute, 

print, search, or link to the full texts of these articles, crawl them for indexing, pass them as data to software, or 

use them for any other lawful purpose, without financial, legal, or technical barriers other than those 

inseparable from gaining access to the internet itself“. At the time of writing, SCOAP
3
 is an initiative emanating 

from: 

 

• several European funding agencies, among which IN2P3 and CEA (France), INFN (Italy), MPG 

(Germany), PPARC (U.K.), and other funding bodies from Greece, Norway, Sweden and Switzerland; 

• the two largest European laboratories, CERN and DESY; 

• national and international library consortia such as GASCO (Germany, Austria, Switzerland), INFER 

(Italy), COUPERIN (France), JISC (U.K.), ABM-uitvikling (Norway). 

 

In the next months SCOAP
3 

aims to federate similar agents worldwide: the SCOAP
3 

model will only be 

successful if all countries contributing to the vast majority of the HEP literature become members of the 

consortium. Indeed, a pillar of the SCOAP
3 

model is to ensure OA to all HEP articles appearing in high-quality 

journals, irrespective of the affiliation of their authors. Manuscripts from authors without academic affiliation or 

authors from less-privileged countries, which cannot be reasonably expected to contribute to the consortium at 

this time, will be treated like all other articles. The ethical reason of conserving the access of any author to peer 

review is obvious. At the same time, this choice has solid financial reasons: restricting OA privileges only to 

authors affiliated to some countries would simply replace the present toll-access barriers with different barriers, 

connected to the geographical origin of the articles. Moreover, if only a geographical subset of the HEP scientific 

literature were available OA, consortium members would still be required to purchase the remaining fraction, 

with no evident financial benefits from the OA transition. 

 

SCOAP
3
 will be financed with funds currently used for journal subscriptions by HEP funding agencies, 

laboratories and libraries. At the same time it will engage other bodies interested in the broad and free 

dissemination of scientific information. Each country will contribute to SCOAP
3
 in a “fair” way, according to its 

share of the worldwide HEP scientific production, as discussed in Section 5. For the SCOAP
3 

model to be 

successful, it should represent a stable, viable and sustainable alternative to subscriptions vis-à-vis its partners. It 

is therefore expected that the SCOAP
3 

operation will follow the financial blueprint of large HEP scientific 

collaborations, which usually bind over one hundred laboratories and universities in Memoranda of 

Understanding spanning several decades. 

 

The innovation of the SCOAP
3
 model with respect to other OA options currently offered by most publishers is 

that it will centralize all OA expenses, which will not have to be borne by authors and research groups. These 

other “author-pays” options, of scarce success in HEP, are perceived as an even higher barrier than subscription 

charges, in particular for theoretical physicists from small institutions, whose articles account for the vast 

majority of HEP papers. 

 

It is expected that SCOAP
3
 will contribute to stabilize the rising cost of access to information in the HEP domain 

by virtue of increasing author awareness to costs and prices, and by fostering new competition in the market, 

linking quality and price. 

 

A large fraction of the publications on core HEP subjects is published in a limited number of journals
 
[3], as 

detailed in sections 2 and 4. Among those journals, some carry almost entirely HEP content. SCOAP
3 

aims to 

assist publishers in converting these entire “core” journals to OA. It is expected that the vast majority of the 

SCOAP
3 

budget will be spent for “core” journals with a “lump-sum” payment: SCOAP
3 

pays a negotiated price 

for the peer-review of all articles processed by a journal. Many HEP articles appear in “broadband” journals, 

which carry just a small fraction of HEP content. It is expected that these articles will be sponsored by SCOAP
3
 

on a “pay-per-article” basis. Conference proceedings and monographs are not within the scope of SCOAP
3
.  

 

In the SCOAP
3
 OA model, the publishers will have the prime responsibility of ensure quality of the highest 

standards through independent editorial boards and the peer review. They will ensure the dissemination of OA 

articles by posting them onto their web sites and, in addition, feeding them to a SCOAP
3
 repository. 
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Publishers will benefit from a more sustainable business model than the traditional subscription scheme, 

becoming increasingly fragile. They will continue to meet the demand for print subscription, re-print of single 

articles, color plates in these printed versions, collections of articles in electronic or paper form, citation 

databases and other “premium” services, which are outside the scope of SCOAP
3
.  

 

4 The High Energy Physics Publishing Landscape 
 

The definition of HEP is often linked to the theoretical and experimental study of particles produced at 

accelerators of ever-increasing energy. Both the field and its definition have evolved to include subjects naturally 

more close to the fields of nuclear physics, of astrophysics and of cosmology. Different authors, different 

journals and different funding agencies each focus on different parts of the HEP spectrum and therefore have a 

different definition of the field. 

 

To be successful, SCOAP
3
 should, at once, aim to convert to OA the subset of scientific literature of common 

interest to all players, while striving for as wide a scope as possible. A minimal set of common interest to the 

entire HEP community is constituted by a “core” set of topics such as the phenomenology and experimental 

investigations of elementary particles and their interactions, quantum-field theory and lattice-field theory. These 

topics are loosely related to the hep-ex, hep-lat, hep-ph, and hep-th areas of the arXiv.org repository, which often 

also carry content in cognate disciplines. Experimental techniques as well as mathematical and numerical 

methods are also included in this definition of HEP “core” articles. The definition of HEP article covers more 

loosely other fields of relevance to HEP, such as selected topics in nuclear physics, astrophysics, gravitation and 

cosmology. 

 

It is important to note that the vast majority of HEP articles concern phenomenology and theory and have on 

average 2.6 authors [3]. On the other hand, publications on experimental results were often authored by up to 

500 scientists in the last decade, while collaborations now publishing their analyses count up to 800 researchers 

and articles by LHC collaborations will have up to 2000 authors. 

 

Table 1: The most popular HEP journals and their publishers, together with their ISI impact factor, IF; 

the total number of articles published in 2005, Ntot; the number of HEP articles, NHEP; and the number of 

articles in the HEP core subject, Ncore. The journals are ordered in decreasing order of Ncore. Only journals 

with NHEP>100 are shown. The last two columns show the fractions fHEP and fcore of HEP and core articles, 

respectively. From reference [7]. 

 

In 2005, about 8’500 HEP articles were published in peer-reviewed journals, as included in the SPIRES database 

[9]. Of these, 5’200 articles are classified in the core HEP topics discussed above. Table 1 presents the most 

popular HEP journals and their corresponding publishers, together with their ISI impact factor, IF [10], and the 

total number of articles published in 2005, Ntot. The number of HEP articles, NHEP, is also listed together with the 

number of articles in the core subject areas of phenomenology and experimental investigations of elementary 

particles and their interactions, quantum-field theory and lattice-field theory, Ncore. The journals are ordered in 

Journal Publisher IF Ntot NHEP Ncore fHEP fcore 

Phys. Rev. D APS 4.8 2285 2101 1635 92% 72% 

JHEP  SISSA/IOP 5.9 856 856 840 100% 98% 

Phys. Lett. B Elsevier 5.3 957 862 740 90% 77% 

Nucl. Phys. B Elsevier 5.5 522 481 465 92% 89% 

Phys. Rev. Lett. APS 7.5 3836 407 279 11% 7% 

Eur. Phys. J. C Springer 3.2 331 272 234 82% 71% 

Mod. Phys. Lett. A World Scientific 1.2 281 216 138 77% 49% 

Phys. Rev. C APS 3.6 853 298 136 35% 16% 

Class. Quant. Grav. IOP 2.9 491 255 89 52% 18% 

Int. J. Mod. Phys. A World Scientific 1.5 878 143 88 16% 10% 

J. Math. Phys. AIP 1.2 446 108 74 24% 17% 

Phys. Atom. Nucl. Springer 0.9 220 106 72 48% 33% 

JCAP  SISSA/IOP 6.7 156 128 57 82% 37% 

Gen. Rel. Grav. Springer 1.6 190 103 20 54% 11% 

Nucl. Instrum. Meth. A Elsevier 1.2 1371 312 16 23% 1% 
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decreasing order of Ncore. Only journals with NHEP>100 are shown. The last two columns show the fractions fHEP 

and fcore of HEP and core articles, respectively [7]. 

 

As discussed in section 2, a recent study analyzed core HEP articles submitted in 2005 to the arXiv.org 

repository and classified in the hep-ex, hep-lat, hep-ph and hep-th categories and subsequently published. Out of 

a total of about 5’000 articles, more than 80% appeared in just six peer-reviewed journals from four publishers 

[3]. Five out of these six journals carry a majority of HEP content, as listed in table 1, these are: 

 

• Physical Review D (published by the American Physical Society); 

• Physics Letters B (Elsevier); 

• Nuclear Physics B (Elsevier);  

• Journal of High Energy Physics (SISSA/IOP);  

• European Physical Journal C (Springer). 

 

SCOAP
3
 aims to assist publishers in converting these “core” journals entirely to OA. As described in the last 

column of table 1, these five “core” journals include up to 30% of articles beyond the core HEP topics, 

particularly in Nuclear Physics and Astroparticle Physics. These articles will also be included in the OA 

conversion of the journals. This is in the interest of the HEP readership and promotes the long-term goal of an 

extension of the SCOAP
3
 model to these related disciplines. 

 

The sixth journal, Physical Review Letters (American Physical Society), is a “broadband” journal, which carries 

only a small fraction (10%) of HEP content. SCOAP
3
 aims to sponsor the conversion to OA of this fraction on 

an article-by-article basis. A similar approach holds for another popular “broadband” journal in instrumentation: 

Nuclear Instruments and Methods in Physics Research A (Elsevier), which carries about 25% of HEP content. 

 

These seven journals covered, in 2005, around 4’200 core HEP articles and about 5’300 articles in the wider 

HEP definition, including all related subjects. The conversion to OA of these five “core” journals and the HEP 

part of these two “broadband” journals would cover over 80% of the core HEP subjects and over 60% of the 

entire HEP literature, including all related subjects. The remaining 3’300 HEP articles, not published in the 

journals mentioned above, are scattered over some 140 other journals. It is important to note that the SCOAP
3
 

model should not be limited to this set of journals but is open to all existing and future high-quality journals 

which carry HEP content, within budgetary limits. 

 

5 Financial Aspects of the SCOAP
3
 Model 

 

The price of a journal is driven by the costs to run the peer-review system, by editorial costs for copy-editing and 

typesetting, by the cost for electronic publishing and access control, and by subscription administration. Some 

publishers today quote a cost, from reception to final publication, in the range of 1’000 –2’000 Euros per 

published article [11]. This includes the cost of processing articles which are eventually rejected, the fraction of 

which varies substantially from journal to journal. 

 

The annual budget for a transition of HEP publishing to OA can be estimated from this figure and the fact that 

the five “core” journals, which cover a large fraction of the HEP literature, publish about 5’000 articles per year. 

Hence, we estimate that the annual budget for a transition of HEP publishing to OA would amount to a 

maximum of 10 Million Euros per year.  

 

Another indication which corroborates this estimate is that the costs to run a “core” journal such as Physical 

Review D, amount to 2.7 Million Euros per year [11] and it covers about a third of the HEP publication 

landscape [3]. 

 

A “fair-share” scenario for the financing of SCOAP
3
 is to distribute these costs among all countries active in 

HEP on a pro-rata basis, taking into account the size of the HEP author base of each country. To cover 

publications from scientists from developing countries, which cannot be reasonably expected to contribute to the 

consortium at this time, an allowance of not more than 10% of the SCOAP
3
 budget is foreseen.  

The size of the HEP author base in each country is estimated from a recent study
 
[7] which considered all articles 

published in the years 2005 and 2006 in the five HEP “core” journals, Physical Review D, Physics Letters B, 

Nuclear Physics B, Journal of High Energy Physics and the European Physical Journal C, as well as those HEP 

articles published in the two “broadband” journals, Physical Review Letters and Nuclear Instruments and 

Methods in Physics Research A. A total sample of about 11’300 articles was considered and, in each of them, all 

authors were uniquely assigned to a given country. CERN was treated as an additional country.
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In about 5% of the cases, authors were found to have multiple affiliations, often in different countries, reflecting 

the intense cross-border tradition of HEP. In these cases, the ambiguity in the assignment of authors to countries 

was solved as described in reference [7]. The results from this study are summarized in table 2 and figure 3. 

 

Country 

Share of HEP 

Scientific Publishing 

United States 24.3% 

Germany 9.1% 

Japan 7.1% 

Italy 6.9% 

United Kingdom 6.6% 

China 5.6% 

France 3.8% 

Russia 3.4% 

Spain 3.1% 

Canada 2.8% 

Brazil 2.7% 

India 2.7% 

CERN 2.1% 

Korea 1.8% 

Switzerland 1.3% 

Poland 1.3% 

Israel 1.0% 

Iran 0.9% 

Netherlands 0.9% 

Portugal 0.9% 

Taiwan 0.8% 

Mexico 0.8% 

Sweden 0.8% 

Belgium 0.7% 

Greece 0.7% 

Denmark 0.6% 

Australia 0.6% 

Argentina 0.6% 

Turkey 0.6% 

Chile 0.6% 

Austria 0.5% 

Finland 0.5% 

Hungary 0.4% 

Remaining countries 3.7% 

Table 2: Contribution to the HEP scientific publishing of several countries. Co-authorship is taken into 

account on a pro-rata basis, assigning fractions of each article to the countries in which the authors are 

affiliated. The last cell aggregates contributions from countries with a share below 0.4%. This study is 

based on all articles published in the years 2005 and 2006 in the five HEP “core” journals, Physical Review 

D, Physics Letters B, Nuclear Physics B, Journal of High Energy Physics and the European Physical 

Journal C and the HEP articles published in two “broadband” journals, Physical Review Letters and 

Nuclear Instruments and Methods in Physics Research A. A total sample of about 11’300 articles is 

considered. From reference [7]. 
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Figure 3: Contribution to the HEP scientific publishing of several countries. Co-authorship is taken into 

account on a pro-rata basis, assigning fractions of each article to the countries in which the authors are 

affiliated. The last cell aggregates contributions from countries with a share below 0.4%. This study is 

based on all articles published in the years 2005 and 2006 in the five HEP “core” journals, Physical Review 

D, Physics Letters B, Nuclear Physics B, Journal of High Energy Physics and the European Physical 

Journal C and the HEP articles published in two “broadband” journals, Physical Review Letters and 

Nuclear Instruments and Methods in Physics Research A. A total sample of about 11’300 articles is 

considered. Contributions from countries with a share below 0.8% are summed in the slice denoted as 

“Other Countries”. From reference [7]. 

 

6 Conclusions and Outlook 
 

At the time of writing, SCOAP
3
 is an initiative emanating from leading European funding agencies, the two 

largest HEP European laboratories, and national and international library consortia. The fundamental pillar of the 

SCOAP
3
 model is the federation of HEP funding agencies and library consortia worldwide. HEP is the most 

global of the scientific enterprises and the conversion to OA of its literature, with all the ethical, scientific and 

financial benefits it implies can only be achieved in a global co-ordinated process. A crucial step towards OA 

publishing in HEP is therefore the search for a world-wide consensus around the SCOAP
3
 initiative, aiming to 

expressions of interest from HEP funding agencies and library consortia in Europe, the United States and 

beyond. 

 

Once sufficient funds will have been pledged towards the establishment and the operation of SCOAP
3
, a 

tendering process involving publishers of high-quality HEP journals will take place. Provided that the SCOAP
3
 

funding partners are ready to engage into long-term commitments, most publishers are expected to be ready to 

enter into negotiations along the lines presented in this article.  

 

The outcome of the tendering process will allow the complete SCOAP
3
 budget envelope to be precisely known 

and therefore the precise contribution expected from each country. A Memorandum of Understanding for the 

governance of SCOAP
3
 will then be signed by funding agencies and leading national and international library 

consortia. Contracts with publishers will be established in order to make Open Access publishing in High Energy 

Physics a reality at the beginning of 2008, when the first experimental and theoretical publications of the CERN 

LHC program will appear. 

 

The conversion of the HEP scientific publishing to the OA paradigm, along the lines presented in this article, 

will be an important milestone in the history of scientific publishing. The SCOAP
3
 model could be rapidly 

generalized to other disciplines and, in particular, to related fields such as Nuclear Physics or Astroparticle 

Physics. 
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Abstract 
 

In this paper, we analyze and describe the information environment of biomedicine from the point of view of the 

researchers in molecular medicine, which is a sub branch of biomedicine. We shall describe the nature of the 

discipline and its reflections to the information environment. A survey concerning the most important 

information resources in one molecular medicine research unit was conducted, and in this paper the main results 

of the survey is reported. The role of scholarly journals in the research process will also be analyzed. Special 

attention will be given to the possibilities of open access to the research process. 

 

Keywords: information environment; information resources; databases; research process; molecular medicine 

 

 

1 Introduction 
 
The aim of this paper is to analyze and describe the information environment of biomedicine from the point of 

view of the researcher in molecular medicine (MM), a sub branch of biomedicine. Our target group is a research 

group containing researchers at different stages of their research career and the focus of study is on their daily 

work using information resources as part of the research process. The discipline is a rapidly growing and 

developing new research methods and processes which can be observed by the fact that pure laboratory work is 

to a growing degree transformed to computerized techniques. We argue that the change of the discipline from 

mainly laboratory based work to data based work has thoroughly changed the research processes. This has 

natural implications also to the information environment, as well as information retrieval, sharing practices and 

usage of information. 

 

In this study the focus of research and our main research questions deal with the information environment of 

molecular medicine and firstly what are the main changes it has undergone. Secondly we investigate by 

conducting a survey, which are the most important information resources for researchers at different stages of 

their research career and thirdly what is the role of scholarly journals in the research process? For example, what 

is the publishing strategy and the criteria for choosing a journal to publish in. 

 

We selected one research unit working in MM in Finland as a case. A web survey was conducted and qualitative 

information about researchers, their current work tasks, used information resources, publishing strategies and 

practices were gathered. A presentation and a feedback session concerning the results of the enquiry were given 

to the researchers. In this session important and explaining comments were given by the researchers in the target 

group about the use of information resources which have been taken into account when analysing and reporting 

the results of this study. 

 

The outline of the paper is as follows: In Section 2, we describe the nature of the discipline and its reflections to 

the information environment. In Section 3, the effects of the changes in the environment will be analyzed against 

research process and scholarly communication practices. Special attention will be given to the experienced 

possible effects of open access in its different forms to the process. In Section 4, the results of the study are 

reported and in Section 5 we come to the conclusions and discussion.  

 

2 Molecular Medicine as a Discipline 
 

The discipline of biomedicine is growing exponentially. There are many factors behind the growth, of which the 

most important might be substantial increase in government support, the continued development of 

biotechnology industry, and the increasing adoption of molecular-based medicine. [1]. It has been pointed out in 

many sources that the nature of biomedicine has changed. It has transformed from laboratory based science to an 
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information science, science “in silico”. [e.g. 2, 3, 4], which means mainly the computerization of the research 

process. 

 

Specialization to different research domains, fields and sub-disciplines qualifies biomedicine. As Buetow 

felicitously remarks each of these “speak its own scientific dialect”. Like in many other scientific fields, “big 

science” (i.e. big budget, big staff, big machines etc.) is a growing challenge to the discipline. Research 

equipment and technology are extremely expensive and these are factors which have been leading researchers to 

work on teams. Biomedicine, according to Buetow is a “team science”. It is typical of biomedical research teams 

that many research problems in order to be solved have to cross traditional discipline boundaries. [1]. 

 

Molecular medicine, a sub-discipline of biomedicine is a practice oriented, applied science and utilizes 

molecular and genetic techniques in the study of the biological processes and mechanisms of diseases. It is 

highly reliant upon the development of techniques and technology for acquiring data. [5]. Its final, practical task 

is to provide new and more efficient approaches to the diagnosis, prevention, and treatment of a wide spectrum 

of congenital and acquired disorders [6]. The nature of MM, like biomedicine in general is interdisciplinary, it 

could also be seen as a hybrid of biomedicine and molecular biology. Molecular biology in turn is based on the 

combination of biochemistry, cell biology, virology and genetics [7]. 

 

3 Information Environment and the Changing Research Process 
 

We define information environment in this study as the entity of information objects as well as the tools and 

services needed to retrieve, manage and analyze them.  

 

A large volume of data in combination with the diversity of data types is typical for MM information 

environment. The characteristic of the data is that it is rapidly expanding and ever-changing. [1]. Most of the 

research databases, like genomic and proteomic databases are commonly updated and globally shared. A yearly 

updated list of online molecular
 
biology databases is found in the website of Nucleic Acid Research [8].The 

January 2007 edition contained almost 1000 databases [9]. The amount of data growth could be described by for 

example the situation of the GenBank, a comprehensive public database of nucleotide
 
sequences and supporting 

bibliographic and biological annotation. It doubles in size about every
 
18 months. At the beginning of 2007, it 

contained over 65 billion nucleotide
 
bases from more than 61 million individual sequences. [10].  

 

What is even more challenging is that there is a need to integrate different kinds of data, e.g. to move between 

the biological and chemical processes, organelle, cell, organ, organ system, disease specific, individual, family, 

community and population. [1]. Like Butler notices, there are some disciplines which already have software that 

allows data from different sources to be combined seamlessly. For example, a gene sequence can be retrieved 

from the GenBank database, its homologues using the BLAST alignment service, and the resulting protein 

structures from the Swiss-Model site in one step. [11] 

 

In parallel with the growth of data, the number of different tools, developed for data retrieval and analysis is 

growing. An actively maintained directory of bioinformatic links lists over 1000 web servers and other useful 

tools, databases and resources for bioinformatics
 
and molecular biology research in 2006 [12, 13]. 

 

PubMed, the most important bibliographic database in biomedicine consisted in 2006 of 16 million references. 

The growth rate of the database is about 12 000 references every week, which means yearly over 600 000 new 

references. The growth curve of Medline, the main database in PubMed is illustrated in Figure 1. These lines 

describe the growth of traditional, published material, mainly in article format in biomedicine in a condensed 

way. It seems that inside the growing domain, there are some really “hot topics” where the amount of literature 

increase is extreme. 
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Figure 1: Growth of Medline: the number of journals, abstracts, papers on the cell cycle and papers on 

Cdc28 [14 published in Nature Reviews Genetics] 

 

 

The typical features of MM information environment could be concluded as large volume and constantly 

growing number of data and published material, diversity of data types, great number of retrieval, analysis and 

other tools, interdisciplinary and globally shared and updated environment and team work. This is a fertile 

ground for the creation of new knowledge and inventions, but the lack of integration constitutes an increasing 

challenge to the development.  

 

Cannata et al. have urged the organization of bioinformatics resources; data, knowledge, computational 

resources and services as a solution to the disintegration. They talk about “bioinformatics resourceome projcet” 

which would mean a process of creating a distributed system for describing resources, announcing their 

availability, and presenting this to the research community in an easy-to-navigate manner. The first step would 

be creation of an overall, distributed and collaboratively expandable ontology. [15, 16]. Mukherjea [17] has 

described the possibilities of using the semantic web in integrating the information resources. Grid technology 

has also been seen as a technical solution to the disintegration of data, information and tools. [1] 

 

4 Results of the Survey 
 

4.1 About the Research Unit and the Current Tasks 
 

The research unit chosen as the case is situated in a Finnish research institute. As their aim, the unit declares to 

produce top level research in the molecular background of cardiovascular, immunological and neuropsychiatric 

diseases. At the moment of enquiry (February 2007), the unit consisted of 10 research groups with 83 

researchers. From these 58 were PhD students and the rest were graduate students, group leaders and senior 

researchers We received totally 63 answers (75.9 %) to our web survey. 43 (68%) of those who responded were 

students and 20 (32%) were senior researchers, post docs and group leaders.  

 

The research subjects of the groups were quite different, some of the groups concentrating on the genetic 

background of common diseases (“complex diseases”), some mainly to molecular genetics of monogenic 

diseases. There was also one bioinformatics group and one which specialized mainly in systems biology, one to 

quantitative genetics and a couple of groups mainly to the cell and molecular biology of certain diseases. We 

assume that the diversity of the research subjects caused some variety to reported work tasks between groups. 
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In the survey, all researchers were asked about their current work tasks and about information resources related 

to their current project or tasks and some information about usage of resources in general were asked. 

Respondents did get free spaces to write about their information resources, we gave only some examples for 

possible answers. We tried to get as broad a spectrum of possible resources, and did not want to limit or direct 

answers more than necessary. For current work tasks, we gave nine alternatives, from which it was possible to 

choose as many as were needed. Researchers were also able to add new tasks when necessary.  

 

From the following figure (Figure 2.) the distribution of current tasks and their frequency among researchers is 

shown. The most common task among researchers was writing a report or an article, about totally 67 % of the 

researchers were doing it currently, the distribution among seniors and students is 70 % (seniors) and 67 % 

(students). Two-thirds of researchers were reading, 76 % of them were students. Of those working in the 

laboratory 74 % were students. It was more common (43 % of the respondents) to search information about 

literature from databases than data from data collections (25 %). Over one-third of the researchers were doing 

scientific computing. The researchers, who were studying the genetic background of “complex diseases” were 

practicing more scientific computing than most of the other groups. In two research groups where two-thirds 

(over 70 %) of all respondents answered that they were doing scientific computing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Current work tasks of researchers 

 

 

4.2 Most Important Resources 
 

When asked to choose at least the three most useful resources for their current research projects, doctoral and 

graduate (n=43) students named more resources than seniors and group leaders (n=20). PubMed got most 

references as the most useful resource in both groups. In the student’s group UCSC Genome Browser was 

second and Google third as the number of references are concerned. In the seniors’ group the ranking was 

contrary.  

 

As their first information source 68% of the respondents named intranet/internet and in practice according to 

their answers, this means mainly PubMed and Google. 27 % of all researchers did prefer to contact a colleague 

or a supervisor. There seems to be no difference between students and seniors. In the feedback session 

researchers commented that the first information source depends on the nature of the issue: in practical questions 

and problems a colleague is preferred. It might also be possible, that some personal characters of the group 

leaders might at least partially explain the difference. The results indicate that in certain groups more researchers 

than on average in the groups favoured contacting a colleague in the first place. However, this is a speculation 

and needs to be observed more thoroughly. 
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When asked about which published material they use, the majority of respondents (53 %) answered that they use 

only or dominantly articles. 35 % of the researchers responded that they used articles and books equally and the 

rest 12 % named articles, databases and also some books. 

 

When asked to name journals that researchers follow regularly, 23 % of the respondents reported that they do not 

follow any particular titles, rather their own topic from the literature databases. All of these respondents were 

graduate and doctoral students. Almost all graduate students belonged to this group.  

 

91 % of the researchers said that they had used data collections during their current project. Those who did not 

use were juniors, who had recently started research work or researchers who were at the moment mainly working 

in the laboratory and writing articles. The problem with the reported data resources was that, because the 

question was open, researchers’ answers were at very different levels. Some of them named quite general data 

collections, like “protein databases”, or merely services or portals, like Entrez, while there were also respondents 

who used the detailed names of the databases or services. Totally 43 different data resources or services were 

named. The most common were NCBI and Entrez databases from National Centre for Biotechnology 

Information (by NIH and NLM) and UCSC Genome Bioinformatics resources, especially one tool, namely 

UCSC Genome Browser. 

 

53 % or the researchers replied that they had used some research tools during their current project. The selection 

of tools and programs was also very diverse, from programs developed in their own laboratory to the commercial 

products. Totally 67 different tools were named. Students were naming more tools than seniors. The most often 

mentioned tool was Primer3, which is a PCR (Polymerase chain reaction) primer designer tool. The largest 

group in our survey as a whole was proteomics and sequence databases and analyzes tools. 

  

It was noteworthy that tools for data mining seem to be common, but none mentioned text mining tools or tools 

for hypothesis creation. A tool called iHOP was familiar to the researchers. It’s interesting, because it integrates 

gene and protein data from different collections with scientific literature.  

 

Social bookmarking tools like Nature’s Connotea were not named, neither any blogs. When asked why not, the 

answer in the feedback session was that they did not find those useful because their research problems were so 

specific: “they are only a waste of time”. According to some opinions published in Nature researchers in general 

have not been eager to accept these tools because they might have been afraid of the poor image of the new tools 

and might have suspected the tools might damage their career [ see 18].  

 

4.3 Role of Scholarly Journals in the Research Process 
 

Writing and publishing articles in scientific journals are seen as an important part of the research process in 

biomedical sciences and molecular medicine. This is shown among others in [14] but also in this present case 

study of the research group on MM in Finland. When asked about their current work tasks about 67 % of the 

researchers in the case group answered that they were writing an article or a report.  

 

Since the research group constitutes of senior researchers as well as doctoral and graduate students this can be 

seen as a high percentage. The amount of work and the importance of article writing is also to be seen in the 

results presented in Table 1., where we were asking the researchers questions about their publishing strategy for 

the coming year. All of the senior researchers and group leaders are going to publish at least 1 article, most of 

them (87.5%) are going to publish at least two articles and 75% of the group leaders and 43% of the senior 

researchers are planning to publish at least three articles. We have counted as main authors, the first and second 

author and the last author. In this case study most of the senior researchers and group leaders are acting as 

supervisors to younger researchers, why it seems appropriate that the last author is counted as important.   

 

Group leaders  
100% minimum 1 article as main author (1 & 2 or 
last) 

Senior Researchers 100% minimum 1 article as main author 

Post doc  83,3% minimun 2 articles as main author 

Doct.students 88% minimum 1 article as main author 

Graduate stud. 73,3% minimum 1 article as main author 

Table 1: Publishing strategy regarding scientific articles of researchers for the coming year of the 

researchers in MM 
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When looking at realized results (from 2006) for publications from the research group, 71 research articles in A-

class journals and a total of 79 scientific articles were published. Of these 13 articles were in open access hybrid 

journals (applying some type of embargo) and 2 articles were in purely open access journals.   

 

Regarding the choice of where to publish the researchers were presented the following criteria: impact, the speed 

of publishing, scope, open access or some other criteria, of which they were asked to name the one they regarded 

as most important.Impact was named as the most important by 58% of the researchers and scope by 39%. A few 

of the researchers named a combination of scope and impact. Open access as the main criteria was named by 

only 3% of the researchers.  

 

The researchers were also asked to name journals with a suitable scope for publishing. On the top of the list of 

journals with suitable scope (Table 2.) was Nature genetics (named by 15). The impact factor for Nature genetics 

is also very high (25.797).  

 

Journal title Number of nominations Impact factor the journal 

Nature genetics 15 25.797 

Human molecular genetics 11 7.764 

Molecular psychiatry 10 9.335 

American journal of human 

genetics 

9 12.649 

European journal of human 

genetics 

6 3.251 

Nature 6 29.273 

Table 2: Top listing of journals with suitable scope for publishing 

 

However, even though journals hold an established position in scholarly communication, there has appeared 

comments and viewpoints which have suggested that because scientific publications are slow and access to them 

is limited they act more as barriers to the development of new knowledge and science. [19]. 

 

In fact, traditional journals have very seldom made it possible to attach data files containing research data to the 

article. However, digital publishing and open access initiatives have opened up new possibilitities for scientific 

publishing (Björk 2007). In a study by Hedlund and Roos (2007) on publishing practices among biomedical 

researchers, the authors found that there is a growing rate of research publications in BioMed Central by Finnish 

researchers during the years 2003-2004. Cockerill & Tracz (2006) name fileds like bioinformatics, genomics and 

systems biology as possible success fields for open access.The initiative from the open access journal publishers 

BioMed Central is to put up a structured XML version of each full text article for data mining. There is also an 

increasing number of institutional repositories that allow researchers to upload data files linked to their published 

articles, which then serve as a possible source for data mining. Cockerill and Tracz (2006) argue that in the 

future the potential reader of a research article may not be only human beings but instead software agents 

looking for data to extracted and processed for a knowledge base. Therefore open access is important for work 

that involves multiple disciplines, as for example computer scientists, mathematicians and biologists 

collaborating in the areas of systems biology and bioinformatics. 
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5 Conclusions and Discussion 
 

The information environment of researchers in MM could be summarized in the following diagram (Figure 3.) 

 

!"#"$!%&'(!)%"##

 
Figure 3: The research process and the information environment of molecular medicine 

 

It can be concluded that access and use of data resources is an important and integral part of the research process 

in MM. The amount of different data collections, searching and analysis tools is huge. The disintegration of the 

environment seems also to be quite problematic.  

 

We noticed that a more thorough analysis would be needed to make any conclusions about the relationship 

between the different work tasks in the research process and the used resources. We assume that many of the 

tasks might consist of several levels all of which might be worked out via different resources. The reason for this 

being for example in the varied complexity of the research problems. 

 

The number of published articles is growing exponentially, especially in the “hot topics” of the domain. 

Researchers might find it difficult to follow even the development in their own research area. Maybe this is the 

reason why students do not follow particular journals, rather topics. The amount of literature is growing so fast 

that they are not able to do anything else than to follow the most recent and important articles from reference 

databases like PubMed. The disinterest to follow particular journals might also be due to the fact that they are 

not so well integrated into the domain yet, or it could be possible that their research subjects are so 

interdisciplinary that at least at the beginning of their career they are not able to follow any particular titles.  

 

Journal publishing is still seen as the prominent way of distributing research results in molecular medicine. It has 

been shown in the case study that writing articles and reports is occupying the researchers as an important part of 

the research process. Even though many attempts to introduce open access, e.g. by providing institutional and 

national licences to cover authorship fees in BioMedCentral journals there still seems to be a strong reliance on 

traditional journals and especially journals with high impact.factors. Publishing in journals with high impact 

factor and the right scope is a strong base in the prevailing publishing strategy. However, it could be possible 

that the importance of traditional publishing channels and particularly articles might be on their way to change in 

the future if the text mining and hypothesis creation tools will be developed, and if the technical 

cyberinfrastructure with semantic web tools will be developed to integrate the environment. Open access will be 

helpful and a natural part of this development. 
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Abstract 
 

Despite the fact that electronic publishing is a common activity to scholars, electronic journals are still based in 

the print model and do not take full advantage of the facilities offered by the Semantic Web environment. This is 

a report of the results of a research project with the aim of investigating the possibilities of electronic publishing 

of journal articles both as text for human reading and in machine readable format recording the new knowledge 

contained in the article. This knowledge is identified with the scientific methodology elements such as problem, 

methodology, hypothesis, results, and conclusions. A model integrating all those elements is proposed which 

makes explicit and records the knowledge embedded in the text of scientific articles as an ontology. Knowledge 

thus represented enables its processing by intelligent software agents The proposed model aims to take 

advantage of these facilities enabling semantic retrieval and validation of the knowledge contained in articles. To 

validate and enhance the model a set of electronic journal articles were analyzed. 

 

Keywords: electronic publishing; scientific communication; semantic web; knowledge representation; 

ontologies 

 

 

1 Introduction 
 
Nowadays, electronic Web publishing is a common activity to scholars and researchers. However, scientific 

communication is still a slow social process which largely depends on discourse, text producing, 

reading/interpreting/inquiring and peer-reviewing by scholars until new knowledge is incorporated into the 

corpus of Science. The potential of new information technology (IT) has been applied to modern bibliographic 

information systems to improve scientific communication, providing fast notification and immediate access to 

full-text scientific documents. But IT is not yet used to directly process the knowledge embedded in the text of 

scientific articles.  

 

Semantic Web Initiative is a future vision of the Internet which aims to structure today’s vast Web content, 

adding semantic to this content [1]. The technologies and methodologies that have been developed in the context 

of Semantic Web will enable this content to be understandable not only by people but also by software agents, 

enabling them to reason on this content in achieving different intelligent and useful tasks. In the Semantic Web 

context, electronic publishing can be a cognitive tool with potential that is far from being explored. Today 

electronic journals are still based on the print mode. Electronic Web published articles are knowledge bases, but 

for human reading.  

 

Before the rise of the Web, what constitutes the accented scientific knowledge of humanity was fuzzy, lacks 

formalization, and was scattered across journals collections throughout libraries. Today there are two main 
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barriers to a large scale use of this knowledge: the amount of information available throughout the Web and the 

fact that knowledge is embedded in the text of scientific articles in an unstructured way, not adequate for 

program processing.  

 

Today, different scientific communities are developing Web ontologies which formally record the knowledge in 

a domain. W3C [2] defines ontology as “a knowledge representation”. According to Jacob [3 p. 200] an 

ontology is “a partial conceptualization of a given knowledge domain, shared by a community of users, that has 

been defined in a formal, machine-processable language for the explicit purpose of sharing semantic 

information across automated system”. In a near future, formal ontologies will be developed and recorded in 

program readable format, containing the accented knowledge in specific domains. Applying Semantic Web 

technologies to identify and record the knowledge embedded in the text of scientific articles in program-

understandable format and compare it to the knowledge recorded in Web ontologies may be a key feature to the 

development of a future e-Science environment. Both these knowledge resources may be accessed by software 

agents on behalf of their owners, thus providing scientists with new tools to information and knowledge 

retrieval, to identify, evaluate and validate new contributions to Science.  

 

The present research is looking for a new paradigm in scientific Web publishing: to publish not only text, for 

human reading, but also knowledge, formalized as ontologies, able to be processed by software agents. The 

objective of this research is to develop a Web publishing model which will be the basis for the future 

development of enhanced scientific authoring, publishing, retrieval and validating tools. These tools will enable 

the electronic publishing of scientific articles not only as texts for human reading, but also as a knowledge base 

in program-understandable format. The model aims to identify and record the semantic elements which 

constitute the knowledge embedded in the text of a scientific article.  

 

What is the nature of scientific knowledge? This knowledge today, although recorded in digital format as Web 

published articles, are unstructured and not in adequate format for processing by software agents. According to 

Brookes [4 p. 131]: “knowledge is a structure of concepts linked by their relations and information is a small 

part of such a structure”. Sheth [5 p. 1] states that “Relationships are fundamental to semantics – to associate 

meaning to words, items and entities. They are a key to new insights. Knowledge discovery is about discovery of 

new relationships”. Miller [6 p. 306] answer these questions as: “The above remarks imply-that science is a 

search after internal relations between phenomena”. Here scientific knowledge is considered as discovering 

relations between phenomena.  

 

By the 16
th

 century, a mark in the institutionalization of Science is the establishment of the scientific method as a 

procedure to achieve and communicate true statements in Science. A special element of scientific method is the 

hypothesis. As Scientific Methodologies handbooks emphasize, the role of hypotheses are central to Science in 

providing a provisory explanation to a phenomena and thus guiding the scientific inquiry. In the scientific 

method the hypothesis is the element which expresses a relation between phenomena.  

 

Although a complex phenomena, scientific reasoning as expressed in the text of scientific articles must serve to 

an essential communicational role to Science as an institution: to validate the knowledge contained in the article, 

enabling any scientist to reproduce the steps taken by the author in his/her experiment. The need of this rigid 

protocol when communicating research results is stated by The International Committee of Medical Journals 

Editors, http://www.icmje.org:  
 

“The text of observational and experimental articles is usually (but not necessarily) divided into 

sections with the headings Introduction, Methods, Results, and Discussion. This so-called 

“IMRAD” structure is not simply an arbitrary publication format, but rather a direct reflection 

of the process of scientific discovery”  

 

It is assumed here that knowledge in the text of articles – scientific methodology elements as the Problem, 

Hypothesis, Results and Conclusions – are all interrelated, constituting the content of the reasoning process 

developed by the author through which he/she communicates a new discovery. With the support of a Web 

authoring/publishing tool these semantic elements – the knowledge contained in the article -, can be identified, 

extracted and recorded in machine-understandable format, as an ontology. Knowledge thus recorded can be 

processed by software agents thus enabling semantic retrieval, consistence and validate checking. The ontology 

representing the knowledge extracted from the article can also be compared, matched and aligned to public Web 

ontologies which more and more represent the corpus of public knowledge in specific domains, thus enabling the 

establishment of formal relationship between both ontologies. Fails to establish these relationships may be 

evidences of new discoveries, since it can indicate that the knowledge in the article is not yet represented in the 

ontology which stores the accented knowledge in a specific domain.  
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2 Methodology 
 

Building models is an important tool in Science. It enables Science to cope with complex phenomena such as 

scientific reasoning in communicating new discoveries through the text of scientific articles. An initial semantic 

model was developed, based on literature on Scientific Methodology, Philosophy and Epistemology of Science. 

Using the initial framework 53 articles on Health Science were analyzed with the aim of enhancing and 

validating the model. Articles were choose from two outstanding Brazilian research journals, 20 articles from the 

Memórias do Instituto Oswaldo Cruz, which scope is mainly Microbiology, http://www.scielo.br/revistas/mioc, 

20 articles from the Brazilian Journal of Medical and Biological Research, http://www.scielo.br/revistas/bjmbr. 

Both are international journals using English as primary language. These journals were selected because initially 

we intended to interview authors personally. 14 additional articles about stem cells were analyzed too. Stem cells 

as an emerging research area in rapid development, was chosen expecting to find articles reporting important 

discoveries. Articles analyzed were selected from three recent reviews which present the stem cells research 

development in a historical perspective, promoting the advances in research, which was of special interest to this 

research. These reviews are “The Human Embryonic Stem Cell and the Human Embryonic Germ Cell”, the 

official National Institute of Health (USA) resource for stem cells research, http://stemcells.nih.gov/, the article 

by Bongso et al. [7] and the article by Friel et al. [8]. 

 

The analysis simulates the tasks to be performed by an authoring/publishing tool when interacting with an author 

to identify and record the knowledge embedded in the text of an article. Scientific articles are highly 

conventional text types, with clear goal shared by authors and readers. Articles in Health Science are chosen for 

analysis due to their highly standardized structured, the so-called IMRAD – Introduction, Material and Methods, 

Results and Discussion - structure.  

 

In order to explore the possibilities of using the model to identify new discoveries in Science, it is also verified if 

concepts found in the knowledge extracted from each article’s text exist in a public knowledge base. DECS – 

Descritores em Ciência da Saúde - http://www.bireme.br/php/decsws.php, a Portuguese version of MeSH – 

Medical Subject Headings – http://www.nlm.nih.gov/MeSH/, and MeSH itself were both used in this experience 

in the role of a public knowledge base, with which subject headings found in the article’s corresponding Lilacs 

(Latin America and Caribbean Literature on Health Science) or Medline database records are compared. MeSH 

is a component of UMLS - Unified Medical Language System -, http://www.nlm.nih.gov/pubs/factsheet/umls.html. 

It is a project of National Library of Medicine, USA, which aims to unify and encompass different medical 

specialized terminologies, thesaurus and classification schemas. UMLS evolves towards an ontology – the 

UMSL Semantic Network - in which concepts are organized in 134 classes or “semantic types” and 53 “types of 

relations”. 

 

The article analysis used the following form: 

 

ARTICLE ANALYSIS FORM 

Journal: Memórias do Instituto Oswaldo 

Cruz 

URL: http://www.scielo.br/revistas/mioc  

Reference 

CAMARA, Geni NL, CERQUEIRA, Daniela M, OLIVEIRA, Ana PG et al. Prevalence of human 

papillomavirus types in women with pre-neoplastic and neoplastic cervical lesions in the Federal District 

of Brazil. Mem. Inst. Oswaldo Cruz. [online]. Oct. 2003, vol.98, no.7 [cited 10 March 2005], p.879-883. 

Available from World Wide Web: <http://www.scielo.br/scielo.php?script=sci_arttext&pid=S0074-

02762003000700003&lng=en&nrm=iso>. ISSN 0074-0276 

METHOD OF REASONING 

Deductive: X   Inductive:     Abductive: 

   

PROBLEM (extracted from the text) 

As a contribution to the public health authorities in planning prophylactic and therapeutic vaccine strategies, we 

describe the prevalence of human papillomavirus (HPV) types in women presenting abnormal cytological 

results in Pap smear screening tests in the Federal District, Central Brazil.(Abstract) 

In contrast to what is observed in developed countries, cervical cancer mortality in Brazil is still high. 

(Introduction) 
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                                 HIPOTHESIS – previous (extracted form the text) 

The chronic infection by certain types of human papillomavirus (HPV) is definitely related to the incidence of 

cervical cancer (Lorincz et al. 1992, IARC 1995) and the HPVs –16, -18, -31, -33, -35, -45, -51, -52, and -58 

can now be considered as cervical carcinogenic agents (Muñoz 2000). Squamous carcinomas and 

adenocarcinomas are the most frequent cervical neoplasias, and may develop from intraepithelial lesions, easily 

detected in preventive cytological exams (Sherman et al. 1994).     

Normalized Relation  

HPV infection is related to the incidence of cervical pre-neoplasic and neoplasic lesions 

Antecedent: HPV, different types / Papillomavirus Humano,  

Type fo relation: causes  /  T147 UMLS Semantic Network  

Consequent: cervical pre-neoplasic and neoplasic lesions / Infecções Tumorais por Vírus, Neoplasias do Colo 

Mapping to DECS: M (mapped)  

DECS Subject Headings 

Papillomavirus Humano/classificação, Infecções Tumorais por vírus/epidemiologia, Neoplasias do Colo 

Uterino/virologia,  

Papillomavirus Humano/genética, Infecções Tumorais por Vírus/patologia 

Infecções Tumorais por Vírus/virologia, Neoplasias do Colo Uterino/diagnóstico 

Doenças do Colo Uterino/patologia, Doenças do Colo Uterino/virologia 

DNA Viral/genética, Esfregaço Vaginal, Reação em Cadeia da Polimerase 

Polimorfismo de Fragmento de Restrição, Genótipo, Fatores de Risco 

Prevalência 

Citations: (Lorincz et al. 1992, IARC 1995), (Muñoz 2000), (Sherman et al. 1994).   

EXPERIENCE 

Results 

Measure: prevalence 

Context: 

 Environment: 

 Place: Distrito Federal, Brazil / Brasil/epidemiologia 

 Time: 

 Group: women / Humano, Feminino, Adulto, Meia-Idade 

Methodology: 

Conclusions 

Observations: 

Figure 1: Article Analysis Form 

 

3 Results 
 

We envisage an authoring/publishing software tool which will be available to the author during the process of 

Web publishing his/her article, and interactively will capture the articles knowledge, recording it in a standard 

program readable format. This knowledge can then be retrieved and processed by semantic retrieval tools. 

Validation tools or software agents could also compare the knowledge extracted from articles with that held in 

public ontologies like the UMLS and thus indicate inconsistencies, faults and even new discoveries. The overall 

authoring/publishing environment is discussed in Marcondes [9] and illustrated in Figure 1. The 

authoring/publishing software tool development and how to identify new discoveries using the model proposed 

are in our agenda and will be object of future research. The present research is conceived only with proposing, 

testing and validating a model to the knowledge extracted from the article’s text by a future authoring/publishing 

tool to be developed. 
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Figure 2: Author’s editing/Web publishing environment 

 

What are the methods to achieve the truth in Science? These questions date back to Greek Philosophy with 

Epistemology, Rhetoric, Dialectics and Sophistic. Aristotle proposed patterns of reasoning from which true 

statements could be achieved from previous statements. He invented the reasoning method called deduction, 

through which particular statements can be derived from general statements. These patterns were systematized 

by Medieval Scholastics.  

 

A branch of this discussion with important contributions came at the Modern Age, with the establishment of the 

scientific method by Francis Bacon [10]. In opposition to Medieval Scholastics, Bacon emphasized the 

importance of observational experiments to achieve general laws in Science. His reasoning method of deriving 

general statements from a particular number of observational cases was called induction. Besides all criticisms to 

the bases of the scientific method induction reasoning is still a strong basis to experimental Science. 

 

Pierce adds to deduction and induction the abduction method of reasoning. According to him abduction is 

essentially the creative process of generation new explanatory hypotheses from apparently unstructured 

observational data. Pierce also integrated abduction with deduction and induction, proposing a whole method to 

scientific inquiry: a new hypothesis is abductively generated; its consequences are deductively inferred and 

inductively tested. 

 

Abduction is considered as the logic of discovery by many researchers as Hoffmann [11], Magnani [12] and 

Paavola [13]. Pierces’ example of abductive reasoning is Kepler discovery that planet orbits are not circles, as 

believed Copernic, but ellipsis. Abduction has always been associated with new discoveries both by Pierce 

himself and by researchers working on his legacy. Induction and Deduction are always associated with 

hypotheses testing and their ratification or refusal, an incremental increase to knowledge stock.  

 

An article’s knowledge - or semantic elements - appears according to the reasoning procedure employed by the 

author. It is important to identify these semantic elements to the development of an ontology which will guide a 

future authoring/publishing software tool while interacting with the author during knowledge extracting from 

article’s text as a by product of the writing/publishing activity. 

 

The article analysis showed three patterns of reasoning procedures. According to the reasoning procedure 

employed scientific articles can be classified as theoretical articles, which employ abductive reasoning and 

experimental articles which employ inductive or deductive reasoning. The elements complaining the structure of 

knowledge contained in the text of the article differs depending on the type of reasoning procedure used by the 

author.  
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These elements are: the PROBLEM the article is trying to address, the HYPOTHESIS, where the author states a 

RELATION between phenomena, a possible empirical controlled EXPERIMENT with the aim of observing the 

phenomena described, specific of experimental articles, divided in RESULTS – tables, figures, numeric data, 

reporting the observations made -, MEASURE used, a specific CONTEXT where the empirical observations 

take place, subdivided in ENVIRONMENT – a hospital, a crèche, a high school -, a geographical PLACE where 

the empirical observations take place, TIME when the empirical observations occurs, a specific GROUP – 

pregnant women, early born babies, mice - in which the phenomena occurs, and CONCLUSION – a set of 

propositions made by the author as a result of his/her findings.  

 

Although all these elements are important to reasoning procedure, the hypothesis is the element which has the 

potential to hold new knowledge. The hypothesis has the form of a RELATION formed by two or more 

ARGUMENTS linked by a TYPE_OF_RELATION. In every article analyzed concepts found in the 

ARGUMENTS were tentatively mapped to concepts taken from the UMLS verifying if these concepts 

correspond to DECS/MeSH subject heading extracted from the article’s record in Medline or Lilacs databases.  

 

Theoretical-abductive model of articles are based on synthesis of Gross [14] and Hutchins [15] proposals. 

Theoretical-abductive articles analysis different previous hypotheses, show their faults and limitations and 

propose a new hypothesis; the reasoning is as follows: 

 

a PROBLEM is identified, with the following aspects and data; 

the previous authors/HYPOTHESES are not satisfactory to solve the PROBLEM due to the following 

criticism; 

so, we propose this new HYPOTHESIS which we consider as a new pathway to solve the PROBLEM. 

 

Experimental-inductive articles propose a hypothesis and develop experiments to test and validate it; reasoning is 

as follows: 

 

a PROBLEM is identified, with the following aspects and data; 

a possible solution to this PROBLEM can be based on the following new HYPOTHESIS; 

we developed an EXPERIMENT to test this HYPOTHESIS and it comes at the following RESULTS. 

 

In experimental-inductive articles, a CONCLUSION is one of the following types: or it corroborates the 

hypothesis, or it refuses the hypothesis or it partially corroborates the hypothesis. However in some cases, the 

CONCLUSION is neither the former, it just reports intermediate, not conclusive results toward the hypotheses 

corroboration.  

 

Experimental-deductive articles use hypothesis proposed by other researchers cited by the article’s author and 

apply it to a slightly different context; reasoning is as follows: 

 

a PROBLEM is identified, with the following aspects and data; 

in literature the previous authors/HYPOTHESIS are proposed;  

we choose the following previous HYPOTHESIS; 

we enlarge and re-contextualize this HYPOTHESIS; we developed a EXPERIMENT to test it in this new 

context; 

the EXPERIMENT shows the following RESULTS in this new CONTEXT. 

 

Experimental articles also can compare various phenomena or hypotheses, as in a comparative study, a very 

usual type of article in Health Sciences. The different reasoning procedures can be formalized in an Ontology for 

Scientific Knowledge in Articles, as illustrated in Figure 2. This ontology has the following Classes and 

Properties:  

 

 Classes: THEORETICAL reasoning and  

     EXPERIMENTAL reasoning 

   Subclasses: INDUCTIVE reasoning and 

            DEDUCTIVE reasoning 

 Properties: PROBLEM 

        HYPOTHESIS  (previous or new) 

   Sub-properties: ANTECEDENT 

       TYPE-OF-RELATION 

       CONSEQUENT 
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        REFERENCES (just in previous HYPOTHESIS) 

                         EXPERIMENT 

   Sub-properties: RESULTS (quantitative data, tables, etc.) 

       MEASURE 

       CONTEXT 

      Sub-properties: SPACE 

          TIME 

          GROUP  

 

Two Classes of articles were identified: Theoretical and Experimental. Experimental articles in turn have two 

Subclasses, Inductives and Deductives. The Properties of articles are the following: Theoretical-abductive 

articles have a PROBLEM, one or more previous HYPOTHESIS, that are discussed, criticized and rejected as 

solutions to the PROBLEM posed. So, the author proposes a new HYPOTHESIS which may be a solution to the 

PROBLEM. Theoretical-abductive articles do not present experimental results. 

 

Experimental articles in turn always present experimental results. Experimental-deductive articles have the 

following Properties: a PROBLEM, one or more previous HYPOTHESIS, by different authors, that are adopted 

to guide an experiment. Previous HYPOTHESIS are extended, restricted or inserted in a new CONTEXT. An 

experiment is developed bases in the previous HYPOTHESIS applied to the new CONTEXT and the results of 

the EXPERIMENT are reported.  

 

Experimental-inductive proposes an original new HYPOTHESIS to address a PROBLEM, develop an 

experiment to test this HYPOTHESIS and the results of the EXPERIMENT are reported.   

 

HYPOTHESES have an ANTECEDENT, a TYPE-OF-RELATION and a CONSEQUENT. HYPOTHESES 

hold the knowledge embedded in the article as it proposes a relation between phenomena.  

 

 

Figure 3: Class diagram of the Ontology for Scientific Knowledge in Articles 

 

We plan to implement the Ontology for Scientific Knowledge in Articles in OWL [16]. The ontology will guide 

a future authoring/publishing tool in its interaction with an author to extract and record the knowledge embedded 

in the text of an article. Quantitative results of the analysis done on 53 articles are showed in Table 1. According 

to the classification proposed the majority of articles are experimental articles, 50 out of 53. Just 3 are 

theoretical-abductive articles.  
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Articles analyzed  Exp-

inductives 

Exp-

deductives 

Theor-

abductives 

TOTAL 

MIOC 4 15 1 20 

BJMBR 4 13 2 19 

STEM CELLS  10 4 0 14 

TOTAL 17 33 3 53 

Table 1: Results of the articles analysis 

 

In all articles the HYPOTHESIS was generally found in the Introduction section, in the Title or in the Abstract. 

Articles were considered Fully Mapped when concepts in both ARGUMENTs and the TYPE OF RELATION 

where fully mapped to one or more DECS/MeSH concepts that index the record in databases as Medline and 

Lilacs and there is a UMLS Semantic Network Relation corresponding to the TYPE OF RELATION. Articles 

were considered Partially Mapped when concepts in at least one of the ARGUMENTs or in the TYPE OF 

RELATION where fully mapped to one or more DECS/MeSH concepts and UMLS Semantic Network 

Relations. Articles were considered Not Mapped when any concept in neither the ARGUMENTs nor in the 

TYPE OF RELATION were fully mapped to DECS/MeSH concepts and UMLS Semantic Network Relations. 

The mapping of concepts to the DECS/MeSH is lower - which may be an indicative of new discoveries -, in a 

research area as stem cells in comparison to the two Brazilian journal. Table 2 shows these results. 

 

Articles analyzed 

 

MIOC BJMBR STEM CELLS 

Total of articles 20 19 14 

Fully mapped 11 4 0 

Partially mapped 9 10 11 

Not mapped 0 (0%) 5 (25%) 2 (7%) 

Table 2: results of the mapping of concepts found in hypotheses to DECS/MeSH 

 

4 Discussion 
 

The majority of articles found are experimental, 50 out of 53. The experimental articles all fit in the IMRAD 

model, with definite textual parts while the theoretic-abductive articles not. This fact may indicate a pattern of 

research characterized as “normal Science” according to Kuhn’s [17] theory. 

 

Although foreseen in the literature only three theoretical-abductive articles were found among the articles 

analyzed. As this is the type of article which reports expressive paradigm changes in a scientific area it is 

expected that they are not very usual. But their existence is certain. For example, Watson and Crick article 

proposing a model to the DNA molecule is a typical theoretical-abductive article. All three articles found do not 

fit into the IMRAD structure. They do not have sections such as Material and Method and Results. Some review 

articles and letters to the editor have some traces of theoretical-abductive articles and must be object of future 

research.  

 

Stem Cells potentialities constitute a new paradigm in cell biology. “A new era in stem cell biology began in 

1998 with the derivation of cells from human blastocysts and fetal tissue with the unique ability of differentiating 

into cells of all tissues in the body, i.e., the cells are pluripoten.” (http://stemcells.nih.gov/). Since then two 

problems face the researches in the area: how to maintain stem cells cultures indefinitely undifferentiated in 

specialized cell types as bone, skin, liver, etc., and how to start and control differentiation into specific cells 

types. In the Stem Cells articles group there is a predominance of experimental articles reporting culture or 

control methods, in all of which the TYPE OF RELATION was mapped to relation “method” (UMLS Semantic 

Network T183). All articles of this group seem to report incremental advances in knowledge. Nome theoretical-

abductive article was found in this group.   

 

Few articles are totally mapped to DECS/MeSH concepts and to UMLS Semantic Network Relations. The 

process of mapping the concepts found in the ARGUMENTs and in the TYPE OF RELATION of each 

HYPOTHESIS is just a by-product of the data generated by the analysis process, just an explorative pathway to 

generate data for future research. In the majority of cases concepts in the ARGUMENTs were too specific in 

comparison to DECS/MESH concepts used to index the record. On the other hand the majority of TYPE OF 
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RELATIONs identified was satisfactorily mapped to UMLS “relations”. This fact may be due to the difference 

in numbers: there are more than 730.000 concepts in UMLS and just 53 “relations”. Relations are more stable 

across the time and more generic in comparison to concepts in a scientific area. Another explanation to this fact 

is that there is always a delay to these concepts be incorporated in the UMLS, so it is in dead an indicative of 

new discoveries. Anyway, operational results enabling software agents to compare the knowledge extracted from 

the text of articles to the knowledge record in Web ontologies according to the model proposed deserves more 

research. 

The analysis performed shows that the scientific reasoning elements, according to the type of reasoning 

employed, are structured, forming an ontology, in the sense used in knowledge engineering, as in Sowa [18]. 

This enables a software agent to perform inferences on this structure. Based on the example analysis presented in 

Figure 1 knowledge extracted from articles, marked up and recorded as described would enable the following 

queries by a semantic information retrieval system: 

 

- which other articles have hypotheses suggesting HPV as the cause of cervical neoplasias in women? 

- which articles have hypotheses suggesting other causes to cervical neoplasias different from HPV in 

women? 

- which articles have hypotheses suggesting HPV as the cause of cervical neoplasias in groups different 

from women? 

- which articles have hypotheses suggesting HPV as the cause of other pathologies different from 

neoplasias? 

- which articles have hypotheses suggesting HPV as the cause of cervical neoplasias in different 

contexts? (not in women from Federal District, Brazil). 

 

To publish scientific articles both as text and as machine readable knowledge bases seems to be a promising 

approach. It will enable the processing of this knowledge by software agents, thus improving critical inquiry, 

semantic querying and validation of scientific contributions to Science. Experimental Science, as Health Science, 

offer a solid basis to the development of the model, due to its formalism, derived from the use of the Scientific 

Method as an reasoning strategy in the text of scientific articles. The model outlined is a semantic model which 

aims to identify the semantic content of scientific reasoning. It is intended to be the basis to the development of a 

Web authoring/publishing tool. To reach this objective new research on computational techniques must be 

developed. We envisage an authoring/publishing tool that offers researchers/authors an interactive Web 

environment which, through a rich dialogue and using text extraction techniques, interactively identify and 

extract relevant contents of the article been written/published. This content will then be represented in machine-

understandable format as an ontology, using OWL. Scientific articles so published throughout the Web can then 

be interlinked and linked to the increase number of Web ontologies, forming a rich knowledge network, thus 

enabling software agents to help scientist identify and validate new discoveries to Science. As the model 

proposed became more robust, there are plans to test it in other empirical science areas and even in areas as 

social sciences.  

 

5 Conclusion 
 

In all articles analyzed a relation expressing the mainly findings reported in the article was identified. This seems 

to indicate that scientific knowledge as expressed in the text of scientific articles can be represented as relations 

between phenomena. The amount of scientific knowledge now available throughout the Internet is so vast that it 

can only be processed with the aid of computer power. Here is proposed a standard representation to this 

knowledge feasible to be processed by software agents. This is essential if the intention is to use software agents 

to large scale processing of this knowledge in tasks as knowledge validation, semantic retrieval, identification 

and evaluation of discoveries. 

 

Articles analyzed are very few and restricted to a single scientific area. If we are going to establish a new 

paradigm in electronic scientific publishing in which articles are published not only to human reading but also to 

be processed by software agents, this deserves more research. The model proposed is just a starting point to be 

discussed and enhanced by the scientific community.  

 

Indexing language, as different Thesaurus largely used in information systems, select a set of concepts to 

describe a document. All knowledge organization effort is oriented toward the organization of systems of 

concepts. Generally all these concepts play an identical role when representing and retrieving a document. 

Although relations play a key role in scientific knowledge conventional indexing languages play no attention to 

them. Indexing language to no express the relations held between the subject headings indexing a document. 
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Indexing language must include relations between subject headings. There is also a need of the development of a 

taxonomy of relations used in Science to help indexing/retrieval scientific articles. 

 

The model proposed also points to the standardization of a SkML - Scientific Knowledge Mark up Language - 

encompassing the semantic content of scientific articles Web published. This article highlights the benefits of a 

semantically richer format to represent the knowledge in scientific articles. With the aid of adequate software 

tools, this knowledge can be extracted as a by-product of authoring/publishing an article by the author. This 

opens an all new perspective in scientific knowledge acquisition, storage, processing and sharing.  
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Abstract 
 

This paper reports the partial results of an exploratory study which intends to develop a methodology for a Web 

feed-based aggregation content service to electronic journals in Information Science. Ten scientific e-journals 

were chosen as sample to demonstrate the potential of the Web syndication technology. These e-journals are 

supported by the Brazilian Electronic Journal Publishing System (SEER), adapted from the Open Journal 

Systems (OJS), an open source software for the management of peer-review journals, developed by the Public 

Knowledge Project (PKP). In this context, the present study describes the concepts of aggregation and content 

syndication in Web environments. Moreover, it discusses the possibilities, advantages and eventual barriers to 

the implementation of RSS applications concerned with electronic journals in Information Science, specially the 

ones supported by the OJS Systems. 

 

Keywords: metadata aggregation; content syndication; electronic journal; RSS; web syndication 

 

 

1 Introduction 
 

With the advent of the so-called Technologies of Information and Communication (TICs), particularly the 

Internet, which stands out as its main exponent, a significant raise in the amount of information can be observed, 

and we are exposed to them in our daily life. These pieces of information, when they are not useless, end up 

leading to a real overload, which is harmful to the absorption of the contents that really interest us. This also 

causes a sense of discomfort to the majority of people. 

 

In the early 90’s, with the advent of World Wide Web – the graphic and multimedia part of the Internet – 

information started to be even more easily disseminated. Because of that, new contents have been added to the 

web disorderly. Nowadays, the raising amount of Internet-generated information is not an object for information 

scientists only, but also for researchers from several different areas of study. They have also been attentive to the 

effects caused by every kind of information overload. 

 

It is true that the simplicity of the existing web publishing tools has been useful not only to those who produce 

but also to the ones who acquire information, offering dynamic and low-cost mechanisms in order to 

communicate new ideas. The expansion of the blogosphere phenomenon [1] is a proof of that. On the other hand, 

the fast dissemination of digital information has demanded close attention in relation to the quality of the content 

which is about to be published, and also discernment concerning its use; otherwise, we run the risk of having our 

precious time drastically wasted.  

 

Although this problem can be considered a natural consequence of our “Information Society”, historically, in the 

50’s, the first systems able to select relevant information to a certain user, considering his/her profile of interest, 

appeared. This concept is called Selective Dissemination of Information (SDI), created by Hans Peter Luhn, 

from IBM Corporation, in order to improve the alert services offered by libraries, documentation centers and 

specialized centers of documental information.  

 

From this perspective, and considering the current Web chaos, we intend to deal with the concepts of “content 

syndication” and “content aggregation”, which has became popular from an Internet technology standard that 

allows users to receive updates to Web-based content of interest, simply called RSS.  

 

The use of RSS began about ten years ago, meeting Internet user’s information needs, keeping people up to date 

with new and revised information without making them feel lost facing Web content overload. 
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The present study intends to comment on the possibilities of how this resource can be used by electronic 

journals, especially the ones which already count on resources which make the implementation of RSS feeds [2] 

easier. In addition, it discusses the advantages to content publishers and to readers/users, and also the possible 

barriers to this implementation. Finally, this paper describes the progress of the first RSS feeds created by the 

author from a sample of Information Science e-journals supported by the Brazilian Electronic Journal Publishing 

System (SEER/OJS). 

 

2 What is RSS? 
 
Basically, the RSS format can be understood as a dialect or part of vocabulary from the XML family [3], meant 

for automatic capturing and website content distribution, used to publish frequently updated digital content, such 

as blogs, news feeds or podcasts. RSS allows Internet users to subscribe to websites that provide RSS feeds; 

these are typically sites that change or add content regularly. However, its applicability is not strict to these 

domains, once everything which is possible to be described by means of <tags> can be integrated by RSS. 

 

The popularity of RSS technology is due to the agility which this format provides to the reading of new contents, 

since it does not need any access to websites where the information was originally published. In fact, the main 

feature of the RSS pattern is to allow a website´s frequent reader to track updates on the new issues of an e-

journal, for example. Moreover, another advantage to the user is the facility of finding, in one single place, the 

current summaries of the main publications in the particular area. These characteristics called our attention to a 

deeper investigation concerning its use in Brazilian scientific journals on Information Science. 

 

The most practical way of benefiting from this technology is having a news aggregator software, a type of 

application that retrieves syndicated Web content that is supplied in the form of Web feed. Such softwares are 

generally free, easy to install, and the great majority resembles an e-mail reader. Figure 1 presents a typical 

screen with one of these applications. It is possible to see in the left column all the chosen and added feeds, 

which can be read in the right column. On top of the right column, there is a list of headlines; while at the 

bottom, we can observe part or the complete post text. When double clicked in the headline title, the full content 

will appear in the inferior window, exactly as it was originally published in the Web. These headlines may be 

stored or deleted. There is also the possibility of filtering them by subject or date. 

 

 
 

Figure 1: screenshot of RSS Reader, an stand-alone client aggregator 
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Another way of getting the same function without having to install or configuring any kind of software is by 

using Web-based aggregator – a remote-hosted service offered by a third party that allows you to subscribe to 

and read feeds. To use this kind of free service, the user creates an account and then logs in to perform all feed-

related activities, like reading a set of news sources in several XML-based formats. The user can find the news 

bits and display them in reverse-chronological order on a single page. 

 

By means of these RSS “readers”, it is possible to make a kind of subscription of the contents of different 

sources by themes, and quickly examine the title of the news articles and the summaries of a new issue in a 

condensed way. When the user finds some information which arouses his/her interest, the only thing he/she 

needs to do is to click on the title of the article to read its full content. 

 

The name "RSS" is an umbrella term for a format that spans at least two different (but parallel) formats. Then, 

RSS could stand for “Rich Site Summary”, “RDF Site Summary” or “Really Simple Syndication”, depending on 

which version you are using. Regardless of what they are called or the version number, feeds are all XML-based 

languages. That is to say they are written to conform to the XML rules. For those who are familiar with HTML 

(Hypertext Markup Language) code, the structure of feeds will look familiar as we can see in figure 2. However, 

differently from HTML, which is limited to provide a universal format to represent information, without making 

reference concerning the structure and semantics of the data, RSS, as an XML-based language, is able to 

represent information about resources in the Web. It is intended to represent metadata about Web resources, such 

as the title, author, date of a webpage, copyright and licensing information about a Web document. 

 

<?xml version="1.0" encoding="UTF-8"?> 

<rss version="2.0"> 

    <channel> 

        <title>Example e-Journal </title> 

 <description>Short description of the journal </description> 

         <link>http://www.cid.unb.br/</link> 

         <language>pt-br</language> 

         <lastBuildDate>Wed, 27 Mar 2007 14:02:11 -0300</lastBuildDate> 

         <managingEditor>rlalmeida@unb.br</managingEditor> 

         <pubDate>Wed, 17 Jan 2007 15:47:50 -0200</pubDate> 

         <item> 

            <title>Title of Article 1</title> 

            <link>http://www.cid.unb.br/ e-journal/article_1</link> 

           <description> 

              Abstract of article 1 

            </description> 

        </item> 

        <item> 

           <title> Title of Article 1</title> 

           <link>http://www.cid.unb.br/e-journal/article_2</link> 

           <description> 

              Abstract of article 2 

           </description> 

         </item> 

</channel> 

</rss> 

Figure 2: Example of a RSS feed (2.0 version) 

The use of specific tags, such as <title>, <link> and <description> allows us to treat each information unit (the 

title, the place where the information can be found and the summary) as a distinct object. This enables us to 

structure information so that it is interpreted and treated by means of computer resources, such as scripts or 

special softwares. This procedure turns data into qualified objects, such as attributes. This way, there is a 

possibility of automatic reusing of the information, making easier to share it with users and with other 

information systems (interoperability), and also organize it into database and do automatic research. 

 

This way, it is simple to create a website reply to the content of another one which has an RSS feed. To do this, it 

is necessary to insert, in a page of the intended site, a script which points to an original website XML archive. 

These codes can be easily found in the Internet itself.  
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3  A Brief History of Web Syndication 
 

In the late 90’s, some experiences began, intending to provide required information to the Internet user in the 

Web context, such as Crayon [4]. Another initiative which was successful at that time was the resource called 

“Active Channel”, developed by Microsoft to its browser Internet Explorer 4.0. 

 

These two projects had in common the mission of joining in one place (aggregating) varied and scattered 

contents in the Web, by means of a technology called “push”, since the idea was to send customized information 

to their users, instead of waiting for them to visit the websites to “pull” the desired contents. Specialized 

companies, such as the North American PointCast were pioneers in this type of syndication format, but the 

problem is that they were not interoperating; in fact they worked independently. Moreover, the softwares were 

too complex to users who were still getting familiar with the recently-created Web environment. At that time, 

Ramanathan Guha and other researchers from Apple Computer developed the Meta Content Framework (MCF), 

a specification of a format for structuring metadata about websites and other data. 

 

At the beginning of March, 1999, when the research project was discontinued, Guha left Apple for Netscape 

Corporation, where he adapted MCF to use XML. He created the first version of the Resource Description 

Framework (RDF), which turned to be the basis for the creation of the first Web syndication format, called RSS 

(RDF Site Summary), 0.90 version. 

 

In July, 1999, Dan Libby, also from Netscape, improved the format and produced a prototype tentatively named 

RSS 0.91 (RSS standing for Rich Site Summary) to be used in the "My Netscape” portal, as a pattern to the 

construction of headlines publishing systems in webpages, working as a summary of the content of a site with its 

respective links to the original information sources. 

 

In the following year, as the group of developers from Netscape decided to leave the portal business, a lower-

sized company called UserLand decided to keep on developing the RSS in order to apply it to their virtual 

electronic diaries tools, which, later, would become popular as weblogs or just blogs. 

 

In August, 2000, another group of independent programmers (RSS – DEV Working Group), led by Rael 

Dornfest from computer book Publisher O´Reilly and Associates, proposed a new specification named RSS 1.0, 

according to the RDF metadata format. This one joined most of the preceding versions of RSS. 

 

However, the group from UserLand, led by Dave Winer, continued their work, developing other versions of 

RSS, such as the 0.92 and 0.93, until they reached the version 2.0, in September, 2002. The abbreviation RSS 

had, then, another meaning: Really Simple Syndication, once its focus was on the simplicity in content 

syndication. Nowadays, this version is widely used by thousands of websites, including blogs and podcasts. 

 

As Winer left UserLand, Berkman Center to Internet and Society, from Harvard University, was, then, in charge 

of the development of RSS 2.0, making this technology available to public domain, under a Creative Commons 

license, in 2003. In this same year, a group of leadering service providers, tool vendors and independent 

developers, worried about this problem of the development of the RSS specifications, decided to create a new 

format to content distribution: Atom [5] (originally called Echo). Its aim was to be 100% neutral, open and easily 

implemented by any developer. Atom is also based on the XML format, but its development is considered more 

sophisticated. According to specialists, it consists of a proposal of unification of RSS 1.0 with RSS 2.0, and it 

might be its natural substitute, since it counts on the support of great corporations, such as Google, which has 

adopted this format to its blog service. The final draft of Atom 1.0 syndication format was published in July, 

2005, and was accepted by the IETF (Internet Engineering Task Force) as a "proposed standard" in August of 

2005. The work, then, continued on the further development of the publishing protocol and various extensions to 

the syndication format. 

 

In December, 2005, the Microsoft Internet Explorer team and Outlook team announced that they would be 

adopting the feed icon  first used in the Mozilla Firefox browser, effectively making the orange square with 

white radio waves the industry standard for both RSS and related formats such as Atom.  

 

In February, 2006, Opera Software announced they would also add the orange square to their Opera 9 release. 

Also in 2006, Microsoft decided to incorporate the RSS 2.0 extensions in its operational system Windows Vista, 

while Google announced the launch of a new content syndicated reader tool – the Google Reader – with support 

to RSS. Seven years later, the technical developments related to Web syndication seemed to be just beginning, 

with companies investing in new applications. But what stands out in the moment is the fact that the content 
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providers and readers have found in Web syndication technology a fast and practical way of distributing and 

receiving updated contents through the Web [6]. 

 

4 Methodology 
 

The sample chosen to carry out this research was the collection of Brazilian electronic journals in the area of 

Information Science which use the Brazilian Electronic Journal Publishing System (SEER), a tool applied to the 

administration of the editorial process of electronic journals, adapted from Open Journal System (OJS) to 

Portuguese language by the Brazilian Institute of Information in Science and Technology (IBICT/MCT), in 

2004. 

 

The preference for journals based on OJS is due to the fact that this is a consolidated system for publication and 

managing of peer-reviewed publishing. In March, 2007, over 900 titles were using OJS [7], including the main 

titles in Brazil, thanks to the effort of IBICT in offering specialized training to the editors. Another important 

factor determined the choice for these journals based on OJS: the system already has an RSS/Atom plug-in that 

produces Web feeds from articles that have been published in journals since the 1.x version. However, this 

feature is already included in recent releases of OJS 2.x. 

 

Ten of these journals, having met the required criteria, were the object of several analyses, during the months of 

January and February, 2007. These analyses intended to investigate the main characteristics of the journals, 

according to the way of divulging its content, and, mainly, if they made Web feeds available to their clients by 

means of incorporating the RSS format in the publishing OJS tool, or even if it had at least an alert service, 

through electronic mail to notify the updating of the current edition. 

 

Once the journals selected in this study did not present any kind of feeds, they were handed-created by means of 

an authorship tool called FeedForAll (http://www.feedforall.com) and were, later, hosted by the author´s 

webserver. The initial idea was to create a basis with the contents of those feeds, so that they could easily 

syndicate. 

 

Although none of the sample journals presented feeds to their users, we could identify that there is at least one 

national journal that uses the OJS feed plug-in to generate RSS/Atom feeds automatically. It is called Qu@litas, 

an electronic journal edited by The Center of Applied and Social Sciences of the University of Paraíba.  

 

After a testing period, these journal’s feeds were included into a content aggregator application specially created, 

using Netvibes service (http://www.netvibes.com), which provides a personalized page in which the author can 

manage several modules created from RSS/Atom feeds. Creating this “prototype” was a way of demonstrating 

the potential of a content aggregator application, starting from the simple process of creating Web feeds.  

 

5 Results and Expectations 
 
The RSS feeds created by the author to the 10 selected journals had as basis the last edition available in the 

website. The task of creating every feed lasted about 15 minutes, once it counted on the help of an RSS feed 

creation tool (FeedForAll), which made the creation of documents easier, without being necessary to write down 

codes which are particular of the RSS format. 

 

Once the software is installed, it was quite simple to create RSS feeds. First, it is necessary to fill in the 

channel’s basic information: title, link (the URL of the webpage that corresponds to the channel) and description 

(a brief description of the content of the feed). Once the feed is created, it is necessary to add items. This task 

corresponds to the addition of metadata related to the articles. The indispensable information of each item are the 

same for creating a feed: the title of the article, the link (location of the page where the article can be found) and 

description (a summary of the article), as shown in Figure 3, which illustrates the filling of the required fields 

from “Items". 
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Figure 3: Screenshot of RSSForAll tool 

 

In a second moment, we created a directory list containing the RSS feeds of all the periodicals being worked 

with, summarized in Table 1. 

 

Journal Created RSS feed 

Arquivística.net http://www.rlalmeida.correiovip.com.br/arqnet/arqnet.xml 

Ciência da Informação http://www.rlalmeida.correiovip.com.br/cionline/ciinfo.xml 

Em Questão http://www.rlalmeida.correiovip.com.br/emquestao/emquestao.xml 

Informação e Sociedade http://www.rlalmeida.correiovip.com.br/ies/ies.xml 

Informação e Informação http://www.rlalmeida.correiovip.com.br/iei/iei.xml 

Perspectivas em Ciência da 

Informação 

http://www.rlalmeida.correiovip.com.br/pci/pci.xml 

Pesquisa Brasileira em Ciência da 

Informação e Biblioteconomia 

http://www.rlalmeida.correiovip.com.br/pbcib/pbcib.xml 

Revista ACB http://www.rlalmeida.correiovip.com.br/acb/acb.xml 

RDBD http://www.rlalmeida.correiovip.com.br/rdbci/rdbci.xml 

Transinformação http://www.rlalmeida.correiovip.com.br/transinfo/transinfo.xml 

 

Table 1: Information Science Journals under SEER/OJS and its respective RSS feeds 

 

As a final result of this study, we propose a model of aggregation service on the specific content of Information 

Science e-journals based on Netvibes, a free service which uses the Ajax technology (Asynchronous Javascript 

And XML), in order to make the browser more interactive with the user, allowing him/her to create and manage 

models whose content come from Web feeds. It consists of an online service which was developed by means of 

XML and JavaScript. Once the feed(s) is(are) added, the application harvests the specific content and brings 

about, as a result, the titles and summaries of the updated articles. If the user wishes to access the whole content 

of any article, he/she will be sent to the correspondent page in the periodical itself, accessing the source or the 

document directly. The screen with all the aggregated periodicals can be seen in Figure 4. 
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Figure 4: Screenshot of Netvibes application joining the 10 Brazilian Information Science Journals 

 
The model for this service shows one of the main applications for Web feeds nowadays. In this case, we present 

the dynamics of a mechanism which is able to gather, in one single Web page, the indication of the Brazilian 

journals articles in Information Science (with their respective summary), by the use of Web Syndication. Since 

then, this service could be advertised to the community of potential users, mainly researchers, professors and 

people engaged in post-graduation courses on Information Science. Through these feeds provided by the 

directory, these users will be able to locate easily or, if they want, to subscribe to receive the updates of the 

publications they wish by means of the aggregation service they prefer. 

 

Once all this content is gathered, it is possible to search every journal of this collection simultaneously. This 

way, if the user wishes to research the word “ontology”, for instance, he/she will have as a result all the articles 

which contain the word “ontology” in its title or in the summary, no matter which journal that may be. 

 

6 Discussion 

 
6.1 Advantages 
 

According to our perception, the advantages to the reader are great. We will be able to count on a powerful tool 

with which we will be able to keep ourselves up-to-date in relation to several sources of information and, at the 

same time, make simultaneous researches on relevant content, which enables us to refine this search, raising the 

relevance of the recovered terms. 

 

Saving time reading practically personalized information is a great advantage of using these kind of services 

which are able to join, in one single environment, a variety of contents produced by several different sources, 

with no need to access each site individually. Another characteristic of this system is that when a certain topic is 

selected by the user, the RSS technology offers the possibility of showing the full content of the document, with 

direct access to the source. That is, there is no copy of information or inappropriate seizure. The publishers, 

however, will aggregate value to the content of their publication and, consequently, will gain visibility to their 

publication, once RSS feed allows their users to read their content without going out of their way to visit. While 

this may seem a flaw at a first glance, it actually improves the visibility by making it easier for users to see it the 

way they want to. Because there are so many sources on the Web, most viewers won’t come to the same site 
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every day. By providing a feed, publishers are in front of them constantly, improving the chances for them to 

click through to an article that catches their attention. 

 

Nowadays, most journals which use OJS publishing system have a notifying service which offers the user the 

possibility of enrolling to receive, by e-mail, a notice with the summary of the new editions as they are 

published. If the user wishes to follow publications in a certain area, he/she will have to repeat this procedure for 

each journal. This means that he/she will receive several different notifications for each updating. Through a 

Web syndication service, the user does not need to enroll to keep updated, with the advantage of not having 

his/her mail box full. 

 

6.2  Barriers 
 

The main barrier for the implementation of this type of service seems to be the publishers’ and users’ lack of 

knowledge about the Web syndication technology. In Brazil, only the great newspapers which circulate around 

the country and some other specialized websites make feeds available to their users. Even in the academic 

context, with the exception of the courses on Computer Science, there is still ignorance of terms such as “feeds”, 

“syndication” or “aggregator”. In other countries, the adoption of RSS in information services is more common. 

However, we notice some resistance from the scientific editors. Even the group responsible for the development 

of the OJS admits that Atom/RSS feed plug-in is not a very well-known feature for their users, and few OJS e-

journals make Web feeds available in their editions. 

 

Differently from reading an e-mail, for instance, the current method of subscribing to a feed – copying the URL 

from the link (normally with .xml or .rss extension), and pasting it into a reader application – is not obvious to 

the new user. When doing this, the user normally sees XML codes on the screen. These are, at first, 

incomprehensible. It is normal for lay users to be confused with such information and, instead of subscribing the 

channel, they end up not doing that because they think they have committed some kind of mistake.  

 

In the case of the feeds generated automatically through OJS plug-in, the subscription process is even more 

difficult. Once the desired format is chosen (Atom or RSS 1.0/2.0) with a click on the respective icon on the 

main page, the browser will ask the user to indicate an application to open an unknown document format. In 

order to avoid this discomfort, it is necessary to click the right button of the mouse on the icon which represents 

the chosen format, and select the option “Copy Link Location” (Figure 5) to, later, paste it into the reader 

application. This important piece of information, however, is not available in the journals analyzed. These are 

pretty user unfriendly and, probably, will be a barrier to widespread the adoption of RSS by 'non-techies'. 

 

 
 

Figure 5: Screenshot of an OJS Journal which makes Web feeds available.  

The procedure for subscribing the channel is not informed in the website. 
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6.3 In the Future 
 

In a near future, the Web Syndication technology might be widely known and broadly used by the ones who 

publish and the ones who acquire information in the Web. The availability of Web feeds in the periodical 

publications, no matter its nature may be, will be so natural that the user will not find it strange to meet 

indicative icons that a certain website or blog has an RSS channel. The process of subscription of a feed might be 

an extremely simple task and also transparent to the user. It will not be necessary to do copy&paste from the link 

which corresponds to the XML file, once the browsers will have efficient mechanisms to read feeds [8]. 

 

Independently of its format and version (RSS, Atom or even another one which may be created), the reader will 

learn, little by little, how to deal with a “power” that is hard to be imagined up to now: personalize the content of 

the information he/she wants to acquire, as well as produce new contents, through the use of resources offered by 

syndication technology, without the intervention of intermediates. 

 

This way, when reading an article about “Semantic Web”, for instance, the user may, if he/she wants to, 

subscribe to the Web feeds about the same theme and the ones which are syndicated from other articles, data 

base, repositories, and so on. Everything turns out to be interoperating, thanks to the compatibility provided by 

the applications based on the XML language and its derivatives. From the user’s point of view, there will not 

have distinction among journals A, B or C in a certain area anymore. To him/her, it is as if there were one single 

source of information, easily available in his/her “personal digital library”. 

 

In the next five years, there may be an explosion of new Information Retrieval Systems (IRS), with Web feed 

resources. This way, once the results have been recovered from a research in a database, users have the option of 

subscribing the feed related to that expression for search, and, so, keep themselves updated in relation to that 

specific matter. One of the existing services which follows this model is the one offered by the Agência Brasil 

(http://www.agenciabrasil.gov.br), the Brazilian government news agency which allows the user to create new 

channels based on their searches, more than offering RSS feeds for more than 120 different subjects. 

 

The scope of this type of service is great and it is a good example that its potential is being tested by Ockham 

Alerting Service (http://alert.ockham.org), a current awareness service based on the National Science Foundation 

Digital Library content. According to their website, it demonstrates a standard-based method for collecting 

content, providing access to it and disseminating it on a regular basis in the form of an alerting service. The 

method includes: a) identifying OAI repositories with content of interest; b) using OAI to harvest content and 

store it in a central pile; c) indexing the content of the central pile; d) providing an SRU interface [9] to the 

index; e) allowing users to save the SRU URL's as "profiles" (RSS feeds); f) allowing users to have the profiles 

executed on a regular basis; g) making the results of searches available as HTML, e-mail, RSS, etc. 

  

7 Conclusions 
 
Despite the barriers identified in this study, we believe that the Web syndication technologies are viable to the 

integration of any Web-based information system, from search engines to publication systems, such as the case 

of OJS, presented in this study. 

 

The reach of the Web syndication resources goes beyond the management of Internet content. It can also be a 

useful way of marketing, for instance, or even serve to notify users of the status of projects, monitor web 

statistics or otherwise replace the "notifications" that are now sent out as e-mail alerts. 

 

Concerning the electronic journals, this type of technology seems to be welcome, once the simple inclusion of an 

RSS feed may aggregate a great value to the publication, not only as an intelligent way of divulging, but mainly 

because of the possibility of integrating with other contents, thanks to the interoperability which exists among 

the formats compatible with XML language. 

 

This way, it seems that the new products and information services will have even more relationship with 

RSS/Atom feeds. The OJS feed plug-in is a proof of that. Before, it was available as an external archive to the 

OJS 1.x, and nowadays it includes recent releases of OJS 2.x. 

Finally, after this investigation about Web syndication and the possibility of its use as resource for electronic 

journals, it is possible to summarize our conclusions based on the following topics: 
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1. The group of resources based on the Web syndication standards constitutes a technological innovation 

in the field of new reference services for information units, as well as for the development of 

potentialities of electronic journals; 

 

2. It can be ascertained that the RSS is a meaningful tool for warning and automation of the content in the 

Web; 

 

3. The publishers’ commitment is essential for the dissemination of new products that use the technology 

of content syndication; 

 

4. This technology is easily applied to the systems of information backup and of selective distribution; 

 

5. New studies are necessary to widen the discussion about this issue, through new approaches and 

applications; 

 

6. This technology is based on the information sharing paradigm. Therefore, it contributes to the 

generation of new knowledge. 

 

 

Notes and References 
 

[1] According to Wikipedia, Blogosphere is the collective term encompassing all blogs as a community or 

social network. 

[2] A “RSS feed” is a XML-based document that usually ends in .xml or .rss and is a slimmed-down 

version of a website created to be easily syndicated. It contains a list of items or entries of content 

metadata. News websites and blogs are common sources for RSS feeds, but feeds are also used to 

deliver structured information, such as articles from periodicals. 

[3] The eXtensible Markup Language (XML) is a W3C-recommended general-purpose markup language 

for creating specion-purpose languages, capable of describing many different kinds of data. 

[4] Crayon (http://crayon.net) is the abbreviation of Create Your Own Newspaper, a personalized 

information service that offers users the possibility of creating its own journal with links for more than 

100 sources of news available in the Web. 

[5] “What is Atom?” (http://www.atomenabled.org) 

[6] For a full discussion of the history of web syndication, see Wikipedia. History of web syndication 

technology: http://en.wikipedia.org/wiki/History_of_web_syndication_technology 

[7] A selected list of OJS journals is available on the PKP website: http://pkp.sfu.ca/ojs-journals  

[8] Nowadays, the Firefox browser identifies if a webpage uses RSS showing the feed icon in the 

browser’s status bar. However, it is not an RSS complete client, being necessary the installment of 

extensions to make its support even more powerful. 

[9] SRU (Search/Retrieve via URL) is a standard search protocol for Internet search queries, utilizing 

CQL (Common Query Language), a standard query syntax for representing queries. Standards for SRU 

are promulgated by the United States Library of Congress. 
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Abstract 
 

The proposed paper analyses the changes in business models employed by the stakeholders in the newspaper 

value network, in the context of a new type of electronic reading device –the ePaper. This PDA–like device uses 

a new high–contrast, low–power screen technology (eInk), which holds the promise of a digital and mobile 

reading experience close to that of ‘real’ paper. The potential impact of massive digitally distributed reading 

content –newspapers, but also magazines, books, and all other material previously printed on paper– on the 

traditional publishing value chain and its different constituent actors could be significant. For example, content 

aggregation roles already greatly dispersed by the internet could move further away from the traditional 

newspaper publishers; using logging data and RSS feeds on the device, newspaper advertising could become 

personalised and interactive; for newspaper publishers, production and distribution costs could go down and 

updated content could be sent to the device whenever needed etc. This paper is based on a large scale research 

project in Flanders/Belgium, which has brought together a device manufacturer, a financial newspaper publisher, 

a telecoms incumbent and several technological and social science research groups from Flemish universities. To 

complement the technological development and an extensive field trial with near–market devices, the authors 

analysed how this new technology might transform the traditional publishing value chain, what the strategic 

options of the different actors are, and what scenarios are possible and likely to occur in the development of 

ePaper publishing. To do this, they make use of the theoretical framework for business model analysis. Using 

literature study as well as empirical data (i.e. face to face interviews with important stakeholders from the 

newspaper and book publishing sectors), a number of scenarios for the re–definition of roles are outlined. The 

authors come to the conclusion that the choice for an open versus a closed architecture, along with the 

technological roadmap of the device, will be crucial in establishing a valid business model for ePaper. In this 

paper we complement the scenario study with information on the first commercial trials and products using 

electronic eInk based reading devices. 

 

Keywords: electronic newspaper; mobile newspaper; electronic paper 

 

 

1 Introduction 
 

The rise of PC from the 1970s and the Internet and mobile communication from the 1990s have lured many self–

proclaimed gurus in predicting that we are moving towards a paperless society. However, so far this idea has not 

materialised. If anything, the use of ICTs and the Internet seem to increase the use of paper, and the publishing 

industry is performing quite well despite all electronic information available. The main reasons why people still 

print electronic content on paper are 1) the portability of paper and 2) the high quality of the printed material. 

Visual displays still cause physical stress on its readers and the quality of the image is lower than on paper [1]. 

 

Different companies are searching for electronic alternatives for the traditional paper. One of the most recent 

additions is called eInk, a screen technology developed by a consortium consisting, among others, of Philips, 

Toppan Printing, Gruppo Espresso, Hearst Corporation, Motorola and Vivendi. The company’s electronic ink –

ink that carries a charge enabling it to be updated through electronics– allows for the production of so–called 

Electronic Paper Displays (EPD) possessing a paper–like high contrast appearance, ultra–low power 

consumption, and a relatively thin and light form factor. Theoretically, these devices could therefore be able to 

give the viewer the experience of reading from paper, while having the power of updatable information. 

 

This paper analyses how the introduction of a device using this technology might provoke changes in business 

models, actors and roles in the (newspaper) publishing sector. It is based on the business modelling Work 

Package within a large scale government funded research project in Flanders (Belgium), called ePaper. The 

project brought together a device manufacturer (Philips/iRex Technologies), a financial newspaper publisher (De 
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Tijd), a telecoms incumbent (Belgacom), advertisers (Hypervision–Agency.com)/iMerge and several 

technological and social science research groups. To complement technological development of an ePaper 

device based on eInk technology, and an extensive field trial with near–market devices, the authors have 

analysed within this project how this new technology might transform the traditional publishing value chain, 

what are the strategic options of the different actors, and what scenarios are possible and likely to occur in the 

development of ePaper publishing. The potential impact of massive digitally distributed reading content on the 

traditional publishing value chain and its different constituent actors could be significant. For example, content 

aggregation roles already greatly dispersed by the internet could move further away from the traditional 

newspaper publishers; using logging data and RSS feeds on the device, newspaper advertising could become 

personalised and interactive; for newspaper publishers, production and distribution costs could go down and 

updated content could be sent to the device whenever needed etc. 

 

In this paper, the results of our analysis will be briefly outlined. The methodological framework for business 

model analysis is concisely described. The paper focusses on the analysis of the ePaper value chain, and on the 

empirical elaboration of possible business model scenarios. The empirical basis for this work are expert 

interviews with representatives of the publishing industry in Flanders [2]. This analysis is complemented with 

information on the first commercial trials and products using electronic eInk based reading devices.  

 

2 Approach and Methodology 
 

Despite growing interest in business modelling in recent years, no clear definition of the term exists today. 

Different definitions emphasize diverging aspects such as the architecture of a product or service, a description 

of the roles of and the relations between companies, the ways in which business can be conducted, the way in 

which value is created etc. [3]. In this report, we use a definition, which tries to synthesize the most crucial 

elements in the mentioned literature and definitions [4]. We define a business model as: ‘A description of how a 

company or a set of companies intends to create and capture value with a product or service. A business model 

defines the architecture of the product or service, the roles and relations of the company, its customers, partners 

and suppliers, and the physical, virtual and financial flows between them’. 

 

This definition relates to three levels of the business model: a functional level (dealing with the architecture of a 

product or a service), a strategic/organisational level (dealing with the roles and relations between actors and the 

physical and virtual flows between these actors) and a financial level (dealing with the sources of revenue of and 

the financial flows between the actors involved). In our analysis, we add to this a fourth level, i.e. the value 

proposition. This fourth level, which is the way value is created in the market, can be considered as a logical 

outcome of the strategic choices made on the other three levels when designing business models.  

 

An important aspect of this definition is that is does not limit the focus of analysis to one specific firm, but 

instead takes into account a network of actors involved with the production, distribution and consumption of 

products and services. This reflects the growing complexity of innovation processes in what is called the network 

economy and society. From a financial perspective, the emphasis is on structuring the revenue streams and on 

creating models for revenue sharing. 

 

In terms of the value chain, a concept coined by Porter to describe the primary value–adding activities of a firm 

or of a set of firms, this means looking at the whole chain [5]. In fact, most scholars agree that the increasing 

complexity and flexibility of business design means that the representation of business processes by a linear 

value chain has to be replaced by more fluid value networks, in which roles and functions can be combined in 

different ways by different actors. Business design is therefore increasingly about defining firms’ boundaries and 

the level of horizontal and vertical integration. Taking into account the three basic levels of business modelling 

and the value proposition that is the outcome of these, a successful business model will emerge when a so–called 

strategic fit occurs between the different firms involved in the production of a product or a service, and on the 

different levels discussed, as well as between a firm’s business model and the consumer [7]. 

 

3 The ePaper Value Chain 
 

3.1 Value Chain and Network 
 

We have started our business scenario analysis by analysing the ePaper value chain. This value chain contains 

the roles that are essential for the production and distribution of content on the ePaper device. It is important to 

point out that these roles may be taken up by diverging actors. In the ePaper value chain, we discern the roles of 

Content Provision, Content Aggregation, Platform Content Aggregation, Platform Provision, Network 
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Operation as well as Service Provision, Advertising, Device Supply and Device Manufacturing. The latter four 

roles are basically related to the strategies of other actors and to the business scenarios chosen, and are therefore 

not included in the value chain as such. 

 

3.2 Roles and Actors in the Value Network 
 

Below, we define the different roles in the ePaper value network. We indicate which actors are potentially 

interested in taking up any of the roles in the network. This implies that, besides looking at the newspaper sector, 

we also include the news production and publishing sectors in this value network; looking at the present 

functionalities of the ePaper device, content published on it will –at least initially– be of a written nature. 

 

Content Provision. In the news and newspaper sector many actors take up this role (e.g. independent journalists, 

national and international news agencies, newspapers delivering syndicated content etc.) The newspaper itself 

acts as a producer for a lot of content; besides this, ePaper also provides a platform for other written content such 

as literature, magazines, trade journals, corporate publications etc. coming from a host of different providers. 

 

Content Aggregation. In the news production sector, the newspaper is a typical example of an aggregator of 

content. Newspapers and magazines make a profession out of bundling content, services and advertising in a 

coherent editorial concept. These actors strongly believe that this aggregation function will remain an important 

task in the digital age. However, the digitisation of content and the subsequent creation of new communication 

platforms such as the Web, i–mode, iDTV etc. have spurred the development of alternative content aggregators. 

 

Platform Content Aggregation. It is important to make a distinction between Content Aggregation and Platform 

Content Aggregation: the former relates to the filtering, editing and branding of content in an editorial concept, 

the latter points to the assembling of already aggregated content (e.g. newspapers, books, magazines, etc.) of 

different Content Providers and Aggregators onto an electronic platform. For example, Newsstand.com offers a 

broad selection of digitised international newspapers and magazines from different publishers on the Internet 

Platform. A crucial point of discussion surrounding ePaper is the degree to which content from newspapers and 

other providers will be offered in an aggregated or a desaggregated manner. In constructing business scenarios 

for the ePaper platform, a central variable will be who takes up the role of Content Platform Aggregation. 

 

Platform Provision, i.e. the provision of a technical platform that links content and technology. This role is 

significant because it determines, to a large extent, the control of who publishes on the device and what is 

possible on it. This role can be divided into a server–side and a software/DRM function. The server–side 

function assures communication between the content provision and the ePaper device and therefore constitutes a 

potential bottleneck. The uncertainty on which actor will take up this function, renders the function into a 

possible source of conflict within the value network. 

 

Network operation. This is the domain of telecommunications operators, whose services might be considered as 

substitutable commodities. In such case, Network Operation is reduced to the provision of a pipeline for the 

content. However, network operators worldwide are trying to broaden the scope of their operations from pure 

transmission to the offering of content–related services. Within ePaper, these actors might have the ambition to 

take up the roles of Platform Content Aggregation and Content Aggregation.  

 

Service Provision. This is a crucial role in the ePaper value network, relating to who maintains the customer 

relationship and effectively markets the service. For the time being, this role cannot be identified in the value 

chain, since its positioning within this value chain depends from which actor takes up this role. The newspaper 

or its overarching publisher seems to be well–placed to do this, because –especially in subscription models– it 

has a unique relationship with its customers. However, when looking at the technological functionalities of 

ePaper, other actors –for example Platform Content Aggregators– could also take ups this role. 

 

Device Supply. The question here is by whom and in which way the device is marketed. Again, this role cannot 

be identified in the value chain for the moment because it is dependent upon the business scenario chosen. 

Taking into account the cost of the device, we expect that this role will often coincide with the offering of 

content and services, and that the device will be offered in some sort of subscription model. However, other 

options, among which an ePaper reader as a simple consumer device remain possible. 

 

Device manufacturing. At the moment there are only a few commercial eInk based devices on the market. iRex 

technologies—the company involved in the trial this paper is related to—developed the Iliad reader and Sony 
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developed a Librie and Sony Reader. Both can display different content, but the Iliad was specifically developed 

with electronic newspapers in mind, whereas Librie and Sony Reader were developed to display ebooks.  

 

Advertising. This role is already fully part of the traditional newspapers’ value chain, with newspaper publishers 

in the role of Content Aggregators integrating advertisements coming from other parties. However, ePaper offers 

new opportunities for advertising, e.g. interactive and personalised ads, on the level of the electronic newspaper 

(Content Aggregation) as well as on the level of the device (Platform Content Aggregation). The Advertising 

role will therefore be dependent upon the business scenario chosen. Initially it is not foreseen that the advertisers 

will play a central role in the ePaper value network: our interviews with the newspaper and magazine sector in 

Flanders have shown that these sectors are rather skeptical about highly personalised content and advertising. 

 

4 About the Potential Scenarios for ePaper 
 

The above discussion of the ePaper value network has made clear that this network contains several roles which 

can be taken up by different actors. Question is how these roles are complementary with the interests and 

strategies of existing actors. The digitisation of content implies that the role of Content Aggregation –which, in 

the offline world, is a clear prerogative of the newspaper editors– could shift towards the platform itself by 

means of Platform Content Aggregation. The roles of Service Provision and Device Supply, for their part, are 

closely linked to the business scenario chosen.  

 

In order to gain insight into potential and probable business models, we use the scenario method, in which two 

uncertain variables are defined, along which four potential futures can be outlined. In the present context, many 

of these uncertainties are surrounding the ePaper device and possible business scenarios; based on the interviews 

and on our literature review, we were able to define two uncertainties which can be considered as crucial: 

 

Aggregation vs. Desaggregation, i.e. the degree to which content is offered on the platform in an aggregated or 

desaggregated manner, defined from the perspective of the newspaper. Aggregated signifies that the newspaper 

can offer its content as such on the platform, whereas desaggregated means that the content on the device 

originates from different content providers and is more fragmented, i.e. less edited, packaged and branded. 

 

Open vs. Closed, i.e. the degree to which the device is accessible for content originating from different content 

providers. A crucial question for determining this variable is whether –and if yes, to what degree– an exclusive 

link exists between the offering of content and the display of that content on the ePaper device. 

 

It is striking that the different actors interviewed and studied have pronounced often conflicting opinions about 

the necessity of an open or a closed model and about the inevitability of the evolution of media towards a 

desaggregated model. Both variables may be used to create a co–ordinate system comprising four quadrants, 

with each quadrant representing a potential business scenario. We discern these scenarios: (1) Newspaper model 

(Aggregated–Closed); (2) Kiosk model (Aggregated–Open); (3) iTunes model (Desaggregated–Closed); (4) Web 

model (Desaggregated–Open). Below, we shall describe four generic scenarios and analyse their potential. 

 

 

5 Scenario 1 – The Newspaper Model on ePaper 
 

5.1 Business Scenario Outline 
 

In this scenario one party, the Content Aggregator, offers a particular service on the ePaper device. This scenario 

is largely similar to the experimental IBBT ePaper project, in which De Tijd publishes an electronic version of 

its newspaper onto the device. In principle this can be done in two ways: (1) the newspaper can be uploaded to 

the device as is, without any major adaptations to the structure; (2) the newspaper may, as Content Provider and 

Content Aggregator, make use of the new capabilities of this medium. In the latter case it can alter its service by 

(1) publishing up–to–date content multiple times per day, (2) offering specific information aimed at particular 

audience segments, (3) personalising content, (4) integrate personalised advertisements into the content etc. 

Whatever option is picked, the newspaper remains the primordial provider of content on the device. 

 

In the figure below we have displayed the value network of this scenario in a generic fashion. Besides the 

newspaper’s role of Content Provider and Content Aggregator, the ePaper device offers new opportunities to put 

content on the device originating from third party providers. In this scenario, we make the assumption that the 

newspaper itself might play a potential role; in other words, the newspaper could take up the role of Platform 

Content Aggregation –or part of that role (see figure). Two options exist for doing this: 
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1) The newspaper could complement its own content with content from its own publishing group, 

thereby enhancing the attractiveness of its own service and possibly also increasing revenues of its 

entire group. An important condition for this is the availability of a sufficiently large and 

complementary offer within this publishing house that can appeal to the targeted audience; 

 

2) In case the newspaper wishes to offer content originating from third parties outside its own 

publishing group, then this content can be expected to be mainly complementary; other newspapers will 

have little inclination to publish their product on a competing platform. This hypothesis is confirmed by 

the Content Aggregators interviewed for this study, who clearly indicate that they are only prepared to 

provide content for a device which is administered by a neutral party. 

 

 

Figure 1: Newspaper model value network 

 

If a newspaper integrates the roles of Content Provision, Content Aggregation and Platform Content 

Aggregation, then it is clear that this actor will market the service. It has considerable advantages over other 

parties in doing this: (1) an existing customer relationship, (2) content for which customers are prepared to pay 

and (3) a certain market intelligence. 

 

The role of Platform Provisioning may be taken up by the newspaper itself or by a third party. Newspapers might 

well be interested in doing this, since a number of parties indicate that newspapers are, in a digital environment, 

prone to handle distribution themselves. Other potential actors are the Device Manufacturer, the Device Supplier 

or the Network Operator. The Device Supplier has a certain control over the device configuration, the standards 

used, the capabilities and limitations imposed by DRM etc. In the Flemish case, iRex is taking up this role by 

having developed a client as well as a server component, and is able to simultaneously offer tailored services to 

different parties; the functionalities of the architecture are negotiated with the newspaper in its different roles. 

 

For marketing the device, two main options exist: (1) the customer may individually purchase an ePaper device 

and subsequently take a digital subscription to a newspaper; (2) the newspaper may offer the ePaper device as 

part of a subscription to the digital paper. In this project, it is clear that iRex, as a Device Supplier, has chosen 

the second model. The argument for this is that the ePaper device, unlike the iPod for example, does not have an 

unambiguous, easily recognisable functionality for the consumer, and that it is rather expensive at the moment. 

The device therefore seems easier to integrate into the market when being part of a subscription model. 

However, this also implies that the newspaper will need to carry the financial burden of pre–ordering the 

devices. As for the Device Supplier, this actor could create an additional revenue stream by also taking up the 

role of Platform Provider. In its turn, the Platform Provider could be inclined to shift towards the role of Platform 

Content Aggregator and publish services on the device itself. However, as it is the newspaper who markets the 

devices itself, this scenario seems rather implausible. 

 

In case the actors choose to make use of personalised or more directed advertising, an exchange of information 

will need to take place between the Platform Provider, the Platform Content Provider (being the newspaper in 

this scenario) and the Advertiser. Firstly, the Advertiser will be interested in obtaining information about (1) the 

use of the platform and the characteristics of the user, and (2) which user has seen/clicked on which 
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advertisement. This information is also important for the newspaper itself since clicking through on 

advertisements usually generates higher revenue. 

 

5.2 Evaluation 
 

In this scenario the newspaper plays a dominant role. It has a number of important advantages: a large reader 

base, a good customer relationship and content that customers are willing to pay for. The newspaper may address 

this reader base in order to try to make a large group of readers use ePaper as quickly as possible. In making this 

effort, marketing the ePaper device as part of a subscription offers a number of additional advantages. Firstly, 

readers will be more easily persuaded to switch to the technology; secondly, in the longer term this strategy 

might have a cost–reducing effect for the newspaper; and finally, the newspaper would be able to monitor the 

reading behaviour of its customers in order to better tune the content to reader preferences. 

 

However, the functionality of ePaper as a digital reading platform for content originating from a large array of 

producers is threatened, particularly if the platform is too strictly protected by DRM and proprietary standards. 

In this case, this scenario might become alienated from the actual wishes and demands of the targeted audience 

(in this case, business professionals). In this sense, the use of ePaper as a mere digital substitute for the 

newspaper could be considered as a rather conservative reflex by newspapers in order to maintain readership in 

the digital era. Moreover, an initiative launched by only one newspaper or publishing house, might be boycotted 

by other players in the market. 

 

The first commercial produces with ePaper readers are examples of this scenario. At the end of 2006 the Yantai 

Daily Media Group started publishing its main newspaper on the Iliad in China. In May of 2007 two newspaper 

of the Dutch PCM Group De Volkskrant and NRC Handelsblad will become available on the Iliad. There is so 

far little known about the projects and the agreement between PCM and iRex, but PCM is in discussion with 

other groups to extend services. This might indicate that PCM might also be interested in the kiosk model [7].  

 

6. Scenario 2 – The Kiosk Model on ePaper 
 

6.1 Business Scenario Outline 
 

We call this the kiosk model by analogy with the newspaper kiosk. Currently, kiosks offer –besides a selection 

of national and foreign newspapers– a wide array of magazines, books etc. Transposed to the ePaper device, the 

user of this device has, in this scenario, access to a wide choice of textual media originating from different 

publishers. However, these publishers mainly continue to provide content in aggregated format. For the user, this 

scenario ads value because he can use the ePaper reader as a mobile platform for a large selection of content. 

 

In the realm of the audiobooks, a platform similar to this one exists which is called audible.com. Audible is a 

platform for digital audiobooks which has a library of over 27,000 titles originating from 318 Content 

Providers/Aggregators. After installing a piece of software –either iTunes or Audible Software– files may be 

purchased and downloaded to a computer and subsequently to an mp3 player. Audible makes use of DRM to 

prevent files from being copied, but does not link its software to one particular device for using these files. 

According to the company, more than 200 devices are able to deal with the format used. In the realm of ebooks 

similar initiatives exist such as ebooks which brings together 80.000 titles from different publishers and 

mobipocket with 39.000 premium titles. eBooks distributes books in three standards i.e. Microsoft reader, Adobe 

reader and Mobipocket reader. Mobipocket uses its own standard. 

 

In this scenario, an intermediary is a central actor in the value network. This intermediary takes up the role of 

Platform Content Aggregation and brings together content from diverging Content Providers en Content 

Aggregators. The main advantage for an intermediary is that it unites two markets, namely that of information 

providers and that of information users. If the intermediary succeeds in bringing a large segment of both markets 

to its platforms, significant network externalities occur on both these markets: the Content Providers gain access 

to a potentially larger customer base, while users have a much larger selection of content [8]. Following this 

strategy, Audible for example has succeeded to use the internet to create a one–stop shop for English language, 

digital audiobooks and has been able to further diversify into spoken newspapers, magazines, radio programmes 

and talk shows, which were distributed to 278,000 paying customers in 2006 [9].  

 

In this scenario, it seems logical that the Platform Content Aggregator maintains the customer relationship or, 

put differently, that it takes up the role of Service Provision. The Content Provider or Aggregator, be it a 

newspaper or a publisher, uses the Platform Content Aggregator as an alternative distribution channel. In that 
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case the newspaper could lose its relationship with the subscribed readers to the Platform Content Aggregator. In 

an online environment the latter actor could create a relationship with its customers, even if they don’t take a 

newspaper subscription. A potential alternative to this model is that the newspaper, as a Content Aggregator, 

retains the role of Service Provision, but uses the platform to grant users access to a larger array of content. 

 

 

Figure 2: Kiosk model value network 

 

It remains an open question who takes up the role of Platform Provision within this scenario. This role can be 

exerted by the Platform Content Aggregator itself, by the Network Operator or by a third party. In case the roles 

of Platform Content Aggregation and Device Supply are not combined, the Platform Content Aggregator –in this 

case the intermediary– faces two crucial challenges. On the one hand, this actor wishes –partly under pressure 

from the Content Providers– to prevent the copying of content, among other things by including DRM; on the 

other hand he wishes to offer his content on as much devices as possible. On the level of functional architecture, 

this party will therefore strive towards (1) the use of open standards that allow publication on multiple devices, 

or (2) the development of a proper solution that is subsequently supported by multiple producers. The latter 

strategy can only work if the intermediary has a sufficiently strong market position. A central question remains 

the role of the device manufacturers. Do they wish to sell their device as a piece of hardware with a number of 

technical service components, or do they also wish to take up other roles in the value chain, namely that of 

Platform Content Aggregator? (cf. next scenario). When transposing the scenario to the newspaper sector, the 

question is which party will take up the intermediary function. The establishment of a region– or nationwide 

intermediary could be a possibility that different actors seem to prefer –as was shown by the interviews. 

 

In this scenario, advertisement might in principle play a role on two levels, namely that of the Content 

Aggregation (by a.o. newspapers and magazines) and that of the Platform Content Aggregation. As for the first 

level, an important issue here again is whether agreements can be reached and information exchanged between 

the Platform Content Aggregator and the Content Aggregator to allow personalised advertising on the level of 

the newspaper. After all, in the proposed scenario it will particularly be the Platform Content Aggregator which 

has disposal of a large amount of data concerning the user and content consumption behaviour. As for the second 

level (Content Platform Aggregator), advertisements might be possible here as well. However, experience has 

shown that this only occurs in a limited way; the main reason for this is that the Platform Content Aggregator is 

deemed to remain a neutral party. Both iTunes Music Store and Audible –two intermediaries on the internet– do 

not allow publicity on their platforms, and have strict editorial guidelines as regards the presentation of products. 

Our interviews have clearly shown that advertisements on the level of the Content Platform Aggregator would 

not be readily accepted by Content Aggregators. 

 

In this scenario the two options for marketing the device are open, and lot depends on the payment options used. 

In our example Audible offers several of these payment options: (1) a one–off payment per title, (2) a 

subscription granting a year long reduction on titles, (3) a subscription giving access to one title per month for a 

one year period or (4) a similar subscription allowing access to two monthly titles. In this case, the device is part 

of the Service Provision. However an ePaper device could also be marketed as a consumer device. The examples 

of payment methods for products and services mentioned above could also be implemented for the newspaper 
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and (book) publishing sectors. In this scenario, it will likely be the Platform Content Aggregator which bundles 

services and device. However this is not a necessity: one of the interviewed Content Aggregators indicated that it 

was prepared to subsidise the device as part of a subscription and to grant access to third party content. 

 

In this scenario, price–fixing and revenue sharing between Platform Content Providers on the one hand and 

Content Providers and Content Aggregators on the other hand, will be a difficult exercise and a possible source 

of conflict. The iTunes case in the music sector (cf. sub) constitutes a nice example of this: while a price of USD 

0.99 per downloaded song is generally assumed to be too high, this price has to a large extent been imposed by 

the music industry [10]. A possible solution for avoiding conflict is the establishment of a Platform Content 

Provider within the sector in which the different actors participate. 

 

6.2 Evaluation 
 

This scenario offers interesting opportunities to stimulate the ePaper device as a mobile platform for different 

types of content originating from different parties while, from the publishers’ perspective, the products offered 

retain their editorial function. It is less clear whether this scenario also contributes to the innovative use of the 

interactive capabilities of the device; this will require clear agreements between the Platform Content 

Aggregator and the Content Providers and Aggregators. 

 

The introduction of an intermediary party as Platform Content Provider offers major advantages in terms of 

network externalities related to two–sided markets. However it also holds some threats: taking into account the 

economies of scale and network advantages created by internet and ICT–based platforms, this party could in 

time become a powerful actor, in particular if it maintains the customer relationship and if it has data on user 

preferences at its disposal. An additional threat is that the intermediary would shift toward Content Aggregation 

and Content Provision. In our example, Audible offers audiobooks that it has produced itself. Besides this, the 

launch of a new intermediary also implies larger necessary investments and limited brand awareness. 

 

Setting up a totally new intermediary platform might proof to be a difficult exercise. Although all Flemish 

newspapers and publishers indicated to be in favour of the kiosk model actually setting up such a platform is 

another issue. Competition and mistrust might easily prevent this scenario. However, in other countries umbrella 

organisations representing or serving the newspaper industry already exist. E.g. the Joint Purchasing Association 

of the Danish Newspapers is an umbrella organisation aggregating demand for and purchasing paper for the 

different Danish newspapers. Such organisations might be the basis for an intermediary platform.  

 

7 Scenario 3 – iTunes for ePaper 
 

7.1 Business Scenario Outline 
 

At first sight, the iTunes model seems to resemble the preceding model: here too, an intermediary partner takes 

up the role of Platform Content Aggregator, bringing together content from Content Providers and Aggregators. 

However, the scenario differs in two crucial points. Firstly, there is a certain degree of desaggregation. On the 

iTunes Music Store, users are able to download a single song. Transposed to the newspaper and publishing 

sector, this implies that separate articles could be purchased. We immediately need to add to this that 

desaggregation of newspapers will be trickier because the advertisements inserted are an important source of 

revenue. Secondly –and fundamentally differing– the same party (i.e. Apple) takes up the role of Platform 

Provision and of Device Supply, for Apple controls, via its software, the interaction between the iTunes Music 

Store and its device –the iPod– and songs downloaded via iTunes can only be played on the iPod. 

 

A similar scenario can also be elaborated for the newspaper and publishing sector. Sony is currently aiming to do 

this for eBooks by using its new Sony eReader. This device can only access content from Sony’s own content 

site Sony Connect. For this content, the Japanese firm has concluded agreements with a number of big 

publishing houses in the United States. In this scenario, the user still has access to a large offer originating from 

a number of Content Providers and Aggregators, but is forced to watch this content via a specific device, i.e. an 

ePaper reader. By analogy with the iTunes software, it would however be possible to print a selection [11]. 

 

As in the preceding scenario, the intermediary fulfils a crucial role in terms of uniting offer and demand. 

However, in this scenario the intermediary integrates even more roles, i.e. that of Platform Content Aggregation, 

Platform Provision, Service Provision and Device Supply (as well as Device Manufacturing). Especially in the 

iTunes case, where Apple has reached a US market share of more than 70 percent of mp3 players with its iPod, 

the combination of Platform Provision and Device Supply results in a fairly dominant position [12]. In this 
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scenario too, there is a certain danger that the Platform Content Aggregator gradually shifts towards Content 

Aggregation and Content Provision; through the desaggregation of content coming from Content Providers and 

Aggregators, the Platform Content Aggregator is able to personalise its service to users even better. 

 

In the iTunes case, a link exists between the iTunes Music Store, iTunes software and the iPod. The iTunes 

software gives access to the iTunes Music Store and takes care of file transfers to the iPod. The files on the 

iTunes Music Store are protected by DRM and Apple uses a proprietary encoding standard for its files, i.e. AAC. 

This way, files can only be transferred to four different iPods; however the software does allow content from 

third parties to be loaded onto the device in mp3 or AAC. For ePaper a similar—or even stricter—scenario could 

be chosen, in which the device itself (and not the PC) acts as the interface between the store and the platform. 

Moreover, the publishing sector could use a strong push–model, in which up–to–date content is pushed towards 

a device after the user has indicated which content is of interest to him or her. 

 

Figure 3: iTunes model value network 

 

Taking into account this integration, it seems obvious that the Platform Content Aggregator is also responsible 

for Service Provision and thus maintains the relationship with the customers. Here too one can wonder about the 

plausibility of a scenario in which the newspaper, as Content Provider and Aggregator, takes up its own part of 

Service Provision. Finally, the Advertising role can be exerted on the same two levels as in the previous 

scenario, so the same issue apply. 

 

In this scenario, different payment methods are equally possible; in that sense, it largely resembles the previous 

scenario. As it is assumed here that content can be accessed in a desaggregated format, separate articles from 

different Content Providers may be purchased. This necessitates new ways for paying this content, among which 

micro–payments. In case the Network Operator takes up the role of Platform Provisioning –or part of that role–, 

it may be well placed to take care of billing in this model. 

 

A particularity in this scenario is that a larger number of roles are combined, among which Platform Content 

Aggregation, Platform Provision, Service Provision and Device Supply. This gives the opportunity, for the actor 

taking up these roles, to generate revenues on different levels: (1) as a percentage on sold content or 

subscriptions, (2) on the basis of devices sold or (3) on the basis of a service component aimed at Content 

Providers and Aggregators. Option (1) and (3) may eventually be combined as one percentage on content sold, 

including service provision. The price that can be asked by an intermediary for selling content depends on the 

negotiations with the Content Providers and Aggregators and what the bargaining power of these latter actors is. 

The intermediary could also strategically opt to position itself between these two revenue streams. Although 

little is officially known about this, it is generally assumed that Apple only generates limited profit out of its 

iTunes Music Store and instead focuses mainly on iPod sales. 

 

Within this scenario, it is again possible to insert advertising on two levels, i.e. on the newspaper level (or even 

within a separate article), and on the level of the platform. Because access to desaggregated content is possible, it 

seems more logical within this scenario to administer at least part of the advertising on the platform level. 

Besides this, it is also the intermediary which possesses the knowledge about device and platform use as well as 

user preferences, which it could exploit as a third revenue stream. However, it seems unlikely that newspapers 
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and publishing houses would hand over an important portion of their advertising revenues to the intermediary 

without any compensation. 

 

7.2 Evaluation 
 

In this scenario, the user has access to desaggregated content, i.e. individual articles from newspapers, magazines 

etc. This type of service clearly fits closer to the changes in reading behaviour of modern newspaper readers, as 

well as to changes in users’ experiences with other ICT devices. 

 

The intermediary party which integrates the roles of Platform Content Aggregation, Service Provision and 

Device Supply, threatens to become dominant within this scenario, which might render the publishing sector 

reluctant towards participating in it. Moreover, this sector traditionally attributes high value to the editorial 

concept with which it links its brand names, and possibly fears that excessive desaggregation will turn their 

content into an easily substitutable commodity. Finally, if the intermediary party protects content and devices by 

using DRM and proprietary standards, the user will in turn be rather reluctant to purchase such a device. 

 

8 Scenario 4 – The Web on ePaper 
 

8.1 Business Scenario Outline 
 

In this scenario the ePaper device may be considered as a new gateway to the Web. The device has little or no 

protection by DRM or proprietary standards, so the user can upload any content –coming from the Web or 

produced by him/herself– onto the device. In a sense, the role of Content Aggregation shifts to the user by 

becoming that of Content Selection: the user actively searches for information from newspapers, weblogs, 

government websites, discussion forums, newsgroups, entertainment companies etc. This prosumer can also 

create information himself and make that information available to others. 

 

All this does not necessarily mean that the user is not prepared to pay for content. He/she can still purchase 

certain types of content, albeit directly from the Content Providers/Aggregators and Platform Content 

Aggregators. Thus, while these latter roles continue to exist, the user has access to a large number of actors 

which individually make content available; the user is not necessarily tied to one actor. 

 

Figure 4: web model value network 

 

The value network of the web model strongly differs from the other scenarios. Firstly, in this model Content 

Provision, Content Aggregation and Platform Content Aggregation are vertically aligned. The consumer has 

individual access to the content of one or more of these actors and newspapers, as Content Aggregators, directly 

compete with other Content Aggregators such as Google News, Newsstand etc. as well as with individual 

Content Providers. Secondly, the role of Platform Content Aggregation (at least at the device level) no longer 

exists; on the one hand, this role largely taken over by the user, while on the other hand one could argue that 

search engines also take up part of it. Thirdly, Platform Provision can still occur in the shape of software making 

up the interface between the internet and the device. Although this software could protect part of the content 

using DRM, the Device Supplier will not be inclined to consider this option. To the extent that Content 

Providers are only willing to publish their content on devices that protect this information, it is possible that 
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pressure is exerted in order to include DRM solutions on these devices. The same goes for standards: as device 

sales are crucial for the Device Supplier in this scenario, he will be prone to support multiple and open standards. 

 

In this scenario, it is more difficult to monitor the use of the device. Every Content Provider is able to track 

which of its content is downloaded, but the possibilities to gather information on what the user does with this 

content, are rather limited. These functionalities could be incorporated into the interfacing software of the device 

(as adware or spyware); however, these types of monitoring are usually strongly disapproved of by the user. 

 

In this model, it seems fairly implausible that one party would market the device as part of a subscription; the 

consumer will rather buy such a device by itself. Although iRex has indicated that it would primarily focus on 

the B2B market, it is not inconceivable that another manufacturer would brand a similar device as a consumer 

product. This scenario becomes more plausible if multiple Device Manufacturers compete with each other on a 

device level. On the Content Provision and Aggregation levels, the revenues are generated by the individual 

actors. 

 

8.2 Evaluation 
 

This scenario probably fits in best with the desires and expectations of the user; he or she potentially gets access 

to a very broad range of content. However, it remains to be seen whether the different parties are willing to 

realise this scenario. Newspapers are primarily interested in finding new distribution channels for their product, 

and not in a device that offers desaggregated contest and on which they have to face full competition from free 

internet services. The device manufacturers for their part possibly face a chicken–and–egg dilemma if they 

cannot link the sale of devices (with the inherent distribution and marketing costs) to the guaranteed availability 

of content for the user. 

 

9  Conclusion 
 

In this study we have elaborated scenarios that describe possible roads towards a business model for ePaper. For 

doing this, we have used two fundamental uncertainties, being (1) the degree of aggregation versus 

desaggregation from the perspective of the newspaper, and (2) the degree to which the device is open for content 

originating from different providers. The combination of these variables has resulted in four scenarios: the 

newspaper model, the kiosk model, the iTunes model and the web model. To contextualise the scenarios we have 

conducted interviews with actors within the Flemish newspaper, publishing and telecommunications sector. 

Furthermore we have complemented the analysis with information on the first commercial trials currently 

running. 

 

The described models are generic and represent only one type of business model. Besides the crucial 

uncertainties used in this study, too many variables exist –hence our choice for the scenario methodology. The 

eventual model depends on the strategic choices made by the different actors; in this regard, our interviews have 

already shown major differences in opinion between the actors involved. We have generically integrated these 

insights into the scenarios. The combination of the interviews, the literature review and the scenarios drawn up, 

has lead to a number of strategic considerations: 

 

Both newspapers and publishers in general will continue to believe in the importance of editorial concepts and 

guidelines. They will therefore have little inclination to give this up in favour of a completely desaggregated 

system. The fact that a large number of customers is still prepared to pay for this service (be it in paper or for the 

online version of newspapers), certainly proves its relevance. In each of the scenarios, the newspaper’s customer 

database offers a major advantage for marketing ePaper. 

 

The newspaper has –much more than other media– a relationship with its customers. This is particularly the case 

for subscription readers –which form a large part of the audience in Flanders, but also in many other countries. 

Therefore, newspapers will mainly consider new distribution channels as a way to diversify their services, but 

will not be willing to give up this customer relationship, especially since the possibilities for monitoring news 

consumption offered by ePaper allow these newspapers to further deepen their knowledge about their customers. 

 

Taking into account these arguments, scenario 1 seems to be an important plausible option. This is confirmed by 

the first commercial initiatives with ePaper devices. Both the Yantai Daily Media Group in China and the PCM 

Group in Holland have started with offering titles on the Iliad on an individual basis. Nevertheless, platforms 

such as iTunes, Audible, Rhapsody, Amazon etc. show that intermediaries in two–sided markets –aggregating 

Content Providers/Aggregators on the one hand and users of content on the other hand– can become a big 
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success. Two–sided markets have significant network externalities that may be of particular benefit to users by 

creating a much broader offer of information. As newspaper markets are to a large extent delineated by language 

and national boundaries it will remain to be seen whether intermediaries will develop at this national level. In the 

present context, the position of the Device Manufacturer and the roles it will take up, constitute important and 

uncertain variables. For the moment, the actors involved seem to opt primarily for a B2B strategy. In the short 

term, this renders scenario 4 less plausible. 

 

As mentioned, the question which scenario –or which derivative of such as scenario– will eventually become 

reality, largely depends on the strategies of and the negotiations between actors. Two final important remarks 

need to be made in this regard. Firstly, the scenarios are not mutually exclusive: it is perfectly possible for a 

newspaper and a Device Manufacturer to strive, in the short term, towards a newspaper model (scenario 1) while 

leaving room for elaborating other scenarios, such as a kiosk model (scenario 2). Secondly, it is not 

inconceivable that, as time passes, a shift occurs from scenario 1 to scenario 4. Particularly if eInk or similar 

technologies become more broadly adopted and multiple devices are launched, the pressure for creating open 

systems might increase. On the one hand it is important for newspapers to take this into account a priori and to 

avoid investing in systems and technology that create too much path dependency or that are not adaptable. On 

the other hand it remains to be seen whether this ‘conservative’ sector will grab the new opportunities this 

technology offers or whether it will be the Internet or electronics sector who will drive the initiatives. 
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Abstract 

 
This paper adds to the overall understanding of new media adoption in general and the promotion of the e-
newspaper in particular by empirically studying the preferences and demands of the potential users. The e-
newspaper is a newspaper published on e-paper technology. The findings in this paper is based on the results 
from two studies, i.e. an online questionnaire with 3626 respondents and an evaluation in real life settings with 
10 families over a two week period. Our initial hypothesis was that: users confronted with a vision of new 
technology and services are more positive to adopt than users with actual use experience of technology and 
services in an early stage of development with inherent technology problems. The research question of the paper 
is: How does use experience influence perceptions of preferences and demands for the e-newspaper? The 
findings showed that the hypothesis proved to be false, the test persons that have an actual use experience of the 
e-newspaper, despite the shortcomings in the device and service, were more positive to adopt than the 
respondents that have experienced concept movies and prototypes with more advanced functionality and 
interface. 

 
Keywords: new media adoption; user experience; e-newspaper 
 
 

1 Introduction 
 
New mobile devices are constantly being introduced to the market offering new opportunities for publishing 
mobile media content and services. It is very difficult however, for content providers to predict m-commerce 
markets due to the uncertainties related to adoption of new mobile technology and services [1]. Moreover, this 
situation is new not only to content providers, it is also new to the audience. The rapid introduction of mobile 
technology and new services has led to a situation where users are constantly trying out new appliances and new 
services. This in turn changes use patterns as well as creates new preferences and demands, which leads to 
uncertainty about what people want [1].  
 
Mobile service adoption has been studied by many scholars, e.g. drivers for adoption and intentions to adopt 
mobile services [2], factors influencing adoption [3, 4], adoption patterns [5-7], and attitudes towards using 
mobile services [8]. Much of this research has been focused on the adoption of mobile devices as such, as 
without adoption of devices there is not any prospect for successful m-commerce [9]. On the other hand, we 
argue that without attractive mobile content and services there is no incitement for m-commerce. This is 
indicated by the fact that in spite of the high penetration of mobile phones, which in Sweden and Italy were as 
high as 110% in 2006 [10], m-commerce has not taken off as hoped for [11, 12].  
 
In the DigiNews and UbiMedia projects we have studied the potential of a new innovation for the media sector, 
i.e. the e-newspaper published on e-paper technology. As the e-newspaper introduction concerns both a new 
device as well as new content, it makes it an interesting case to study from an adoption point of view. As argued 
by Sarker and Wells [9], there is a need to understand adoption from the perspective of the consumers 
themselves. We have studied the potential willingness to adopt a future e-newspaper by presenting an online 
questionnaire resulting in 3626 respondents. However, it is very uncertain to trust what people think they want 
before having an actual experience of a product or service, we therefore also performed a user evaluation of an 
actual e-newspaper over a two week period with 10 families.  
 
The research question in this paper is: How does use experience influence perceptions of preferences and 
demands for the e-newspaper? The aim is to contribute to the understanding of new media adoption as well as to 
contribute to the newspaper organizations preparations for launching the e-newspaper. This challenge will be 
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studied using the e-newspaper case described below and by testing the following hypothesis: users confronted 
with a vision of new technology and services are more positive to adopt than users with actual use experience of 
technology and services in an early stage of development with inherent technology problems. 
 
The structure of this paper is as follows. In section 2 the e-newspaper case is presented followed by a description 
of the research method in section 3. The theoretical framework is presented in section 4. In section 5 the findings 
are presented and section 6 discuss the findings and conclude the paper. 
 

2 The e-newspaper Case 
 
This research has been conducted within two projects, i.e. DigiNews (ITEA 03015) and UbiMedia (Designing 
Ubiquitous Media Services through Action Research). The research started within the DigiNews project, which 
was a two year project including partners from Belgium, Spain, Netherlands, France and Sweden and consisted 
of several major technology firms, media houses and universities. The overall goal was to explore research and 
development issues for the future e-newspaper, i.e. a newspaper published on e-paper technology. After the 
DigiNews project ended in mid-year 2006, the research continued within the UbiMedia project, which is a 
Swedish project with partners from 9 Swedish newspaper, the Swedish Newspaper Publishers´ Association and 
Stampen. This two-year project targets the challenge of designing ubiquitous media services for a multitude of 
devices and contexts to be consumed anytime and anywhere.  
 
Electronic paper (e-paper) is the common term for several different technologies that can be used to produce 
screens with a number of specific characteristics. The e-paper is reflecting, giving the same reader experience as 
paper (such as high contrast, good color representation and the possibility to read in sunlight). The e-paper is 
thin, flexible and non-sensitive. In addition, it does not require high battery performance – ultimately, the screen 
image is stable and fix even when there is no electrical voltage applied.  
 
The e-newspaper is predicted to combine the readability and overview from the printed newspaper with the 
possibilities of online media such as constant updates, interactivity and video [13], and is even predicted to 
replace the printed edition in the long run [14]. The potential replacement of the printed newspaper with the e-
newspaper would dramatically reduce production and distribution costs for the newspaper companies.  
 
The introduction of the e-newspaper has already begun, during 2006 two experiments with e-newspapers in real 
life settings has been performed, the first with the financial paper De TIJD in Belgium [15] and the second with 
Sundsvalls Tidning in Sweden which is one of the studies presented in this paper. In China the Yantai Daily 
Media Group started to publish an e-newspaper in October 2006. In all these examples the device iRex iLiad 
(Figure 1) was used, which is one of the two available “reading devices” on the market today, using e-paper 
technology.  

iRex Technologies BV, a spin-off from Royal Philips Electronics, 
launched the iLiad, a first generation electronic reader product in 
April 2006. The iLiad includes an 8.1 inch screen with 16 levels of 
grey and 160 dpi resolution, Wi-Fi, USB ports and MP3 capabilities 
[16]. Using a special marker, readers can comment on articles and 
scribble their notes on the screen.  
 
The other device on the market is 
the Sony Reader (Figure 2), which 
was launched during the fall of 

2006 on the U.S. market. The Sony Reader has a 6-inch screen, weight is less 
than 9 ounces and one can do 7.500 page views for each charge by an AC 
adapter. It can hold up to 80 eBooks at the same time, and allows PDFs, 
personal documents, newsfeeds, blogs and JPEGs. Sony offers books for the 
device on a new web site called Sony Connects [17]. 
 
Just to show how big this industry is expected to be, we give an example of analysts from IDTechEx who 
forecast plastic electronics will be a $30 billion industry by 2015, and could reach as much as $250 billion by 
2025 [19].  

 

Figure 2: Sony Reader [18] 

Figure 1: iRex iLiad [16] 
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3 Research Method 
 
In the DigiNews and UbiMedia projects, described above, we have conducted several studies concerning 
audience preferences and demands of the future e-newspaper. In this paper we report from two of these studies, 
i.e. a survey with 3626 respondents and an evaluation of an early version of an e-newspaper with 10 families 
over a two week period. 

 
The Survey 

The survey was done through a web-based questionnaire. We presented the questionnaires at the news sites of 
the three Swedish newspapers that we have collaborated with in developing e-newspaper prototypes within the 
DigiNews project, i.e. Aftonbladet, Göteborgs-Posten and Sundsvalls Tidning (Table 1). Aftonbladet is a tabloid 
with the most visited news site in Sweden, Göteborgs-Posten is a local morning paper covering Göteborg (the 
second largest city in Sweden) and its surroundings, and Sundsvalls Tidning is a local morning paper in the north 
of Sweden. 
 

Newspaper URL Unique visitors/day No. of respondents 
Aftonbladet aftonbladet.se 1.200.000 3757 
Göteborgsposten gp.se 41.500 135 
Sundsvalls Tidning st.nu 14.500 447 

Table 1: Newspapers hosts for questionnaires and number of respondents 

 
The questionnaire was divided in four parts concerning background data, business models for electronic news, 
preferences for future electronic news and use of mobile media services. In total, 127 questions were asked and 
4339 respondents answered the questionnaire. The respondents that had given an age under 15, those who did 
not complete or answered the questions included in this study contradictorily were excluded form the data set, 
resulting in a dataset containing 3626 respondents. In this paper we report from the background questions and 
questions regarding preferences for future electronic news. 
 
We choose to use online questionnaires because that allowed us to show concept videos and prototypes for the 
respondents to obtain an understanding of the e-newspaper concept. Moreover, Buchanan and Smith [20] have 
argued that web samples can be as representative as or more representative than traditionally collected samples 
because of the heterogeneity of the online population. Although, admittedly there are inherent problems in 
controlling whom responds to online questionnaires. Control for cases with multiple submissions from the same 
IP number was handled in the data collection. Since the e-newspaper concept was not known to all potential 
respondents we provided them with the possibility to read more about e-paper technology on a separate page 
which consisted of a simplistic picture of the concept as well as links for further reading.  
 
Further, we provided three concept videos of future e-newspaper scenarios in conjunction to the questionnaire 
for the respondents to watch. The movies envisioned the benefit of the e-newspaper for three different personas: 
the business women, the student and the senior citizen. Close ups on the designed user interface together with 
examples of functions showed the future e-newspaper in detail. The scenarios were based on the assumed 
preferences of the three personas and showed how a future e-newspaper could support their media consumption 
in different contexts. Watching these videos provided the respondents with an idea of what functionality the 
future e-newspaper could provide. 
 
During the DigiNews project different prototypes (Figure 3) where developed for PC:s and tablet PC:s to be able 
to test conceptual ideas. These prototypes were developed together with newspaper designers and used contents 
from the newspaper partners. The prototypes also served as a way to explain how a future e-newspaper may look 
like and where presented with the introduction to the questionnaire. The respondents could download and test the 
prototypes on their own computer before they answered the questions. 
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Figure 4: E-newspaper prototype  

 

 
 

 

Figure 3: Interactive e-newspaper prototype 

The questions about preferences for a future e-newspaper regarded the e-paper device as well as the content and 
services. Some of the questions were statements with a 7-grade Lickert scale and others were multiple choice 
questions. The responses to the questionnaire were analyzed using SPSS v14.0. The analysis focused on 
calculation of mean scores and standard deviations for each statement and on frequencies and percentages for 
multiple choice questions. The goal was to generate an overview of what that was comparable to the results from 
the e-newspaper test persons. 
 
The Evaluation 

The evaluation was conducted with 10 families who tested an early version of an e-newspaper (Figure 4) 
published on the iRex iLiad in real-life settings over a two week period in the autumn of 2006. The e-newspaper 
of Sundsvalls Tidning was published twice daily, at 6 pm and 1 am, and was downloadable via Internet. The 
respondents were foremost selected to represent different types of 
households such as singles, couples, families with children, and senior 
citizens, to secure different use patterns, but we also tried to get 
differences in gender, ages, occupation and education. In two of the 
families both adults participated in the evaluation resulting in a total 
of 12 respondents (but only one of the extra family members 
answered the questionnaire – giving a total of 11 respondents to that 
part of the evaluation).  
 
The two-week evaluation started with a meeting in Sundsvall, where 
the respondents were introduced to the device, and got a questionnaire 
about their media and reading habits. After two weeks of e-newspaper 
use, the respondents were visited in their homes for an interview 
about their experiences and preferences of the e-newspaper. A semi-
structured interview approach [21], with an interview guide was used. 
These interviews were recorded and transcribed. Finally, they 
received a questionnaire consisting of 14 questions, partly matching 
the questions in the survey above. 
 
However, as the e-paper technology in the iRex iLiad is in an early stage of development, there are some 
limitations compared to the e-newspaper prototypes described above. For example, the iLiad only presents 16 
grayscale and have several limitations in the navigation system regulated by the device. 
 

4 Theoretical Framework 
 
One of the major topics in m-commerce research is user’s adoption of mobile devices and services. Most of this 
research has been related to mobile telephony and services in 3G networks using theoretical frameworks like 
Innovation and Diffusion Theory [22] and Technology Acceptance Model [23]. Roger´s [22] Innovation and 
Diffusion Theory explains among other things the Innovation-Decision Process, which contains five stages. In 
the second stage, the persuasion stage, the general perception of the innovation is developed which is explained 
by the perceived attributes, relative advantage, compatibility, complexity, observability and trialability. The later 
two are related to how users can experience the new technology before adoption which is the topic of this paper 
[3]. Rogers [22] define observability as the degree to which the result brought by the technology and the 
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technology itself is visible before adopting the technology and trialability as the degree to which a technology 
can be experimented with before adoption. 
 
There are several studies addressing use experience and exposure in adoption processes. Sarker and Wells [9], 
for example, took an approach grounded in users actual practice and designed a framework for studying key 
issues related to mobile device use and adoption, including aspects of mobility. This framework is built as an 
input-process-output model. The inputs are user characteristics, communication/task characteristics, technology 
characteristics, modality of mobility, and surrounding context. The process consists of exploration and 
experimentation as one sub process and assessment of experience as another. Output refers to actual adoption 
behaviors, such as continuity of use over time. As this framework is based on study of motivations and 
circumstances surrounding individual’s adoption and use of mobile devices, some of the issues described in the 
framework are related to communicational tasks such as voice communication, SMS, e-mail not applicable in 
this study.  
 
In another study, the role of exposure to the adoption process was studied [3]. Exposure is defined as the degree 
to which an individual has acquired or exchanged information about the technology and its usage. The suggested 
model included exposure in form of trial, communication, and observation. The findings in this study suggest 
that the level of exposure of a new technology has an effect on the user’s attitude towards that technology and 
thereby strengthens or weakens the user’s intention to adopt. Trial and communication proved to be more 
effective than observation. The conclusion drawn is that exposure is likely to facilitate adoption of m-commerce.  
 
In this study we are addressing adoption of a new technology together with its content. This was also the case in 
a study concerning adoption of services in mobile phones it was found that mobile services are adopted 
according to several patterns despite having the same technology base [5]. Allowing user to try the services 
rather than the technology was the focus in these tests. There are also studies indicating that use situation and 
mobility has a significant effect on intention to use a mobile service since user perceive services differently in 
different situations [24].  
 
A summary of this literature review on factors influencing intention to use relevant for this study, i.e. related to 
use experience, are presented in Table 2. 
 

Factor Reference 
Observability and trialability Rogers (1995) 
Exploration, experimentation and 
assessment of experience 

Sarker and Wells (2003) 

Exposure (trial, communication, 
and observation) 

Khalifa and Cheng (2002) 

Trial of service (not technology) Carlsson, et al. (2005) 
Use situation and mobility Mallat et al. (2006) 

Table 2: Summary of factors related to use experience 

 
In this study we have let respondents experience the e-newspaper in two different ways. In the first study the 
respondents could observe visions of future e-newspaper usage in different situations watching concept videos. 
Further the respondents could try and experiment with e-newspaper prototypes. However, they were not exposed 
to the actual e-paper technology. In the second study, users tried the e-newspaper prototypes implemented in an 
e-paper device with its constraints in their everyday situations such as at home, commuting to work, at work etc. 
They were allowed to experiment with the e-newspaper prototypes for two weeks. In the following we describe 
and compare how these differences have affected the audience preferences and demands in the two studies. 
 

5 Findings 
 
In section we first present the background data to the respondents from the survey (Table 3) and the test persons 
in the evaluation. Thereafter we compare the results on preferences and opinions regarding the e-newspaper from 
the two studies. The test persons in the evaluation were 3 women and 9 men with the average age of 39,7. Their 
educational level was: elementary (3), grammar (5), and university level (5). 9 of the test persons work full time, 
2 were students, and 1 a senior citizen. 9 of them subscribe to printed newspapers and all 12 read online news. 
Finally, 5 regularly use mobile services.  
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Demographic data All Men Women 
No of 3626 2216 1410 
% 100 61,1 38,9 
Mid age 37,1 37,9 35,7 
Background data in percentage of total data set 

Full time 55 Low 30,0 
Part time 7,7 Medium 41,9 
Unemployed 5,8 

Income  

High 28,1 
Senior citizen 6,3 Elementary  9,1 
Student 19,0 Grammar 45,5 
Sick leave 3,6 University 44,0 

Occupation  

Other 2,6 

Education  

Other 1,5 

 
Newspaper  
subscriber 

Read online 
news 

Possession 
of mobile 

phone 

Use mobile 
services 

Yes 48,8 99,4 97,5 53,8 
No 51,2 0,6 2,5 46,2 

Table 3: Demographic and background data of the questionnaire respondents  

 
The first topic for comparison regards the reason for considering exchanging the traditional printed newspaper 
with an e-newspaper. This question was asked in both studies and the respondents were given statements that 
they answered on a 7-grade Likert scale. The mean scored from both studies are presented in Table 4. 
Availability anywhere and Added value such as new services are the most important reasons for both groups. The 
least important reason in the survey was Environmental reasons and in the evaluation Time savings. Notable is 
that all reasons were rated higher by the test persons apart from Time saving. Some of the test persons mentioned 
that the e-paper device should not only contain their morning paper but also support all their reading, as 
illustrated by one of the test persons: “I want to read everything on this device…it has to be good enough for that 
to make up for the inconvenience of downloading and updating. It has to be as good as what I have today.”  
 

Survey 
Test 

persons 
What reasons are critical if you 
sometime in the future would exchange 
your traditional printed newspaper to an 
e-newspaper? 

Mean Std dev Mean 

Environmental reasons 3,6 2,59 4,8 
Cost savings 4,0 2,64 5,6 
Time savings 3,9 2,76 3,9 
Availability anywhere 4,8 2,69 6,3 
Satisfaction with new technology 4,0 2,64 6,1 
Added value such as new services 4,2 2,60 6,0 

Table 4: Reasons for exchanging traditional newspaper 

 

The second question asked in both studies concerned what added services that the respondents regarded as 
interesting to include in an e-newspaper (Table 5). Both studies show that Archive¸ i.e. the possibility of saving 
newspapers from previous days, is the most interesting added service followed by Personalization and 
Community information. Personal information was regarded as the least interesting in both studies. Interestingly, 
the test persons scored all added services to be more interesting than the respondents in the survey. During the 
interviews the test persons gave additional input to preferred added services, e.g. the possibility of cutting out 
and save items from the printed edition was seen as an aspect that needed to be transferred to the e-newspaper. 
Some also mentioned the possibility of e-commerce as an attractive add-on. Other aspects mentioned were 
environmental, e.g. not cutting down trees and less decontamination due to less distribution by vehicles, and as 
one of the test persons said: “I do not know how much time it would take to get used to it, but I think it is better 
than recycling old newspapers”.  
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Survey 
Test 

persons 
Apart from reading the news, what added 
services do you think should be included 
in the e-newspaper? Mean Std dev Mean 
Personalization 4,4 2,65 5,3 
Community information 4,4 2,64 5 
Personal information 2,9 2,40 3,4 
General information 3,7 2,51 4,6 
Archive 5,1 2,62 6,2 
E-commerce 3,5 2,50 3,6 
Entertainment 4,0 2,58 4,5 

 Table 5: Added services preferences 

 
Next, the respondents were asked about the acceptable cost level compared to the printed newspaper (Table 6). 
In general, the test persons from the evaluation are more inclined to pay the same price or higher than the 
respondents from the survey. Some of the test persons mentioned that the e-newspaper had to be cheaper than the 
printed edition due to the saved printing costs for the publishers. Others mentioned that the price had to be lower 
than the printed edition, due to less content in the e-newspaper.  
 
 

Survey Test persons What cost level is acceptable for you to 
change to an e-newspaper? No % No % 
Cheaper than the traditional printed 
newspaper 

2119 58,4 5 45,4 

Same price 371 10,2 4 36,4 
Can be more expensive if there is added 
value 

281 7,7 2 18,2 

Price is unessential 171 4,7 0 0 
Missing 684 18,9 0 0 
Total 3626 100 11 100 

Table 6: Acceptable cost level 

 
Thereafter the respondents were asked how they think the e-paper device should be financed (Table 7). The most 
preferred model in both studies is inclusion in subscription. 

 
Survey Test persons How do you think the e-paper device 

should be financed/ paid for? No % No % 
Hire-purchase 281 7,7 2 18,2 
Buy the device 711 19,6 1 9,1 
Included in subscription 1708 47,1 8 72,7 
Other 592 16,3 0 0 
Missing 334 9,2 0 0 
Total 3626 100 11 100 

Table 7: Finance of device 

 
Further, they were asked about their willingness to exchange the traditional newspaper with the e-newspaper in 
the future (Table 8). Surprisingly, all test persons answered yes compared to two thirds of the respondents from 
the survey. 
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Survey Test persons Would you consider to, some time in the 
future, exchange your traditional printed 
newspaper for the e-newspaper? No % No % 

Yes 2431 67,1 11 100 
No 1070 29,5 0 0 
Missing 125 3,4 0 0 
Total 3626 100 11 100 

Table 8: Willingness to exchange the traditional newspaper 

 
Moreover, they were asked within which time frame they would be ready to read their newspaper on e-paper 
(Table 9). In both studies there were surprisingly many that were prepared to exchange today or within five 
years. However, 25% of the respondents in the survey did not answer this question indicating that it was difficult 
to decide.  

Survey Test persons Within which time frame are you ready to 
read your newspaper on e-paper? No % No % 
Today 1521 41,9 6 54,5 
Within 5 years 683 18,8 5 45,5 
Within 10 years 209 5,8 0 0 
Within 20 years 88 2,4 0 0 
Never  223 6,2 0 0 
Missing 902 24,8 0 0 
Total 3626 100 11 100 

Table 9: Time frame 

 

Finally, the survey respondents were asked about the factors that influenced their decision to read their 
newspaper on e-paper (Table 10). Stable technology and Easy to find content were the factors that scored the 
highest. The least influencing factor was Observability of use. The test persons were asked similar questions in 
the interviews. 
 

Survey How important are the following factors 
for you choosing to read your newspaper 
on e-paper?   

Mean Std dev 

The appearance of the device 4,0 2,72 
Continuous updates of news 4,8 2,80 
Added functions such as chat 3,1 2,46 
Easy to use and handle 4,6 2,81 
Stable technology 4,9 2,81 
Observability of use  1,9 1,87 
Environment friendly 3,8 2,72 
That it is the latest technology 3,0 2,41 
Easy to find content 4,9 2,82 

Table 10: Influencing factors 

 
One of the major concerns of the test persons was the navigation of the e-newspaper that was very constrained 
by the device. Almost everyone mentioned that the navigation needed to be improved if they should consider 
exchanging the printed edition with the e-newspaper. The other most mentioned issue that needed to be 
addressed was the refresh rate of the display, i.e. it needed to update faster in order to create a pleasant reading 
experience. Some but not all test persons regarded color as essential for exchanging the e-newspaper. One of the 
test persons expressed: “Color would be fun, but it is nothing that I prioritize as essential, I would exchange it 
even if it is not in color”. News updates during the day was also found important by several of the respondents.  
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6 Discussion and Conclusion 
 
In this paper we have addressed the research question: How does use experience influence perceptions of 
preferences and demands for the e-newspaper? We did so by testing the hypothesis that users confronted with a 
vision of new technology and services are more positive to adopt than users with actual use experience of 
technology and services in an early stage of development with inherent technology problems. This hypothesis 
proved to be false, in this case it was the other way around. In spite of the e-paper device technical constraints 
and the early prototypes, the test persons in the evaluation were more positive to the e-newspaper. On the one 
hand, the respondents in the survey were not able to experience the actual e-paper technology, they could only 
read about it and watch concept videos of the future e-newspaper vision and interact with e-newspaper 
prototypes to get an understanding of the concept. On the other hand, the test persons in the evaluation who 
experienced the e-paper technology first hand, also experienced the bugs and limitations in this early stage of 
technology. The e-newspaper prototypes available for online experience in the survey were all in color and had 
well functioned navigation systems and interaction possibilities whereas the Sundsvalls Tidning in the evaluation 
was presented in 16 grey scales and had limited navigation options and interaction possibilities due to limitations 
with the technology. When we set out to test the hypothesis we believed that the respondents in the survey that 
were confronted with a vision of a multimedia e-newspaper in color with added services would be more positive. 
Even so, there are similar patterns in preferences and opinions in both studies. The relations between reasons and 
importance of different added services were very alike, indicating the relevance of the results in both studies. We 
can conclude that our findings are in line with previous research, i.e. that experiencing technology and services 
in different ways and in different situations have impact on intentions to use. Even though the respondents in the 
second study were exposed to technical and navigational difficulties they were very positive towards adopting 
the e-newspaper. We believe that trying the e-newspaper during two week in their everyday setting as well as 
being able to experiment with the services in the actual e-paper technology have contributed to this positive 
attitude. 
 
By empirically testing potential adoption of the e-newspaper with two different approaches, we have contributed 
to the overall understanding of new media adoption in general and the promotion of the e-newspaper in 
particular. To summarize the findings according to newspaper organizations preparations for launching the e-
newspaper, the following can be derived: The e-newspaper need to contain archive functions. Providing added 
value by personalization and by offering community information would increase the potential adoption. If the 
newspaper organizations offer added value according to the audience preferences, they could expect the same 
willingness to pay as for the printed edition. However, before launching the e-newspaper, the navigation has to 
be improved as well as the refresh rate of the display. As most respondents preferred to have the device financed 
by inclusion in the subscription, this could be considered as the initial alternative. Finally, as almost half of the 
respondents stated that they were ready to start reading the e-newspaper already today, it is time for the 
newspapers to start preparing for the e-newspaper introduction. 
 
Further research includes a major e-newspaper test in real life settings with 5 Swedish newspapers and 50 
families at different locations in Sweden. This test will build on the results from the studies presented in this 
paper and will include more added value and more services. 
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Abstract 
 

This paper addresses new questions around media performance as a result of the rise of centralized content 

portals such as iTunes or MySpace. We first describe the rise of centralized content portals in different media 

industries, and discuss how these portals are creating a dominant position for themselves by using lock-in 

strategies. Then we describe the concept of media market performance, and discuss two important media 

performance concepts: access and diversity. Using scenario analysis, this paper describes three learning 

scenarios that outline the effects of different configurations of centralized content portals on behavior of 

publishers, users and advertisers, and through that content on access to and diversity of content.  

 

Keywords: content portal; iTunes; access model; scenario analysis 

 

 

1 Introduction 
 
Centralized content portals are platforms that allow third party content suppliers to offer their digital content 

products to consumers. These platforms are typically developed by firms that are not rooted in the content 

industry, and as a result are based on business models that do not necessarily revive around content itself. Mobile 

operator portals for instance have been developed by mobile operators to facilitate content owners to sell content 

to users of mobile devices, with the intention of promoting their mobile internet services. NTT DoCoMo has 

been very successful with this concept in Japan with over 47 million subscribers in February 2007. The i-mode 

ecosystem allows mobile phone users to access a mobile portal where third party content providers that – abiding 

the standards of NTT DoCoMo – offer their content to end users. This content is charged on the mobile phone 

bill and NTT DoCoMo takes a cut of the revenues. Within Europe and the US, mobile operators have tried to 

mimic NTT DoCoMo’s offering, but never succeeded in attracting significant groups of users.  

 

One of the most prominent examples of centralized content portals in our part of the world has been Apple’s 

iTunes Store. The stellar success of the iPod and its easy to use music software iTunes prompted Apple to start 

selling music through its iTunes Store. This centralized content portal is integrated in the iTunes software. With 

this integration between hardware, software and a centralized content portal, Apple proved to record companies 

that digital music could be monetized. One of the strengths of the iTunes Store has been the seamless integration 

of software (iTunes) and hardware (the iPod), allowing for purchases in the iTunes store to be immediately 

transferred to the iPod when the user connects its iPod to the PC. The sale of music is not particularly profitable 

for Apple as most of the revenues have to be transferred to the right holders, mostly to record companies. 

Apple’s profits come from selling the hardware (iPods).  

 

So what do these centralized content portals have in common? First and foremost they increase the ease of 

finding, selecting, purchasing and distributing digital content for end users. Second, these portals are usually not 

designed around the requirements of content suppliers. Third, these portals tend to exclude rival services. In 

other words, users of NTT DoCoMo’s i-mode service or iPods are disabled or discouraged to access rival 

centralized content portals. The integration of hardware, software, payment mechanisms and in the case of 

mobile operator portals also network connectivity, effectively locks users into a centralized content portal.  

 

2 Natural Tendency Towards Dominant Platforms 
 

“What you see on the internet is very much the 'Highlander Theory'. There can be only one. There's only one 

search engine, there's only one big book retailer, one big online auction house, and so on. That's not necessarily a 

bad thing, as long as it's able to supply a super hot service at a reasonable price” (Greg Eden of AIM Digital in 

the Guardian Newspaper of August 17, 2006).  
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Media markets have a natural tendency towards concentration. The Dutch Media Authority labelled this 

tendency as the law of 3; in each media market (e.g. television, news or book publishing) in the Netherlands 

there were 3 large media companies competing [1]. Within the digital media sphere, there is not so much a 

tendency towards concentration in terms of content creators or packagers, but more in the sphere of facilitating 

services. Microsoft Windows is by far the dominant operating system; Google by far the dominating search 

engine (in particular in Europe) and iTunes dominates the paid for music downloads market. As Eden notes, 

indeed there can only be one. 

 

Media technology that is used to distribute digital media to consumers can be divided into 4 main categories: PC 

based online services, digital television based services, Game Consoles and Mobile Platforms [2]. In all 4 

categories we find evidence for the Highlander theory: a natural tendency towards a dominant standard: 

 

• PC based online services: here content is downloaded over the open internet, and is typically accessed 

on a PC but also on audiovisual equipment using the PC as the central server. Apple pioneered this 

market with its iTunes Music Store and established a dominant position on the market for paid for 

music downloads. We can see the publishing industry is following this strategy. In 2006, Sony launched 

the ‘Sony Reader’, a device that allows users to access digital text through a device that provides an 

experience similar to paper. Sony copied Apple’s strategy for digital music, and bundled their Sony 

Reader with their so called ‘Sony Connect Store’ offers access to (premium) e-publishing products. 

This store is integrated in the software that synchronizes the content on the end user’s PC with the Sony 

Reader, again similar to iTunes.  

• Digital Television based services: the digital television platform is increasingly used to distribute 

content other than video. Subscribers to a digital television service can only use the set top box of their 

supplier, and hence only access the (often third party) content these DTV suppliers offer. In other 

words, the digital television platform of the supplier (e.g. a cable or satellite company) is effectively the 

dominant standard for content for subscribers of that platform.  

• Game consoles: all three so-called next generation game platforms – Microsoft’s Xbox 360, Sony’s 

PlayStation 3 and Nintendo’s Wii – feature an internet connection and have some sort of content 

offering beyond traditional gaming. Nintendo’s Wii for instance, offers a news channel where stories 

are linked to a map of the world and end users can search for content by scrolling the globe. Content for 

now is provided by the Associated Press and the service is offered for free. On its Xbox 360 platform, 

Microsoft offers a vast array of television and movie content to its US based clients and outlined plans 

to distribute the service in other territories as well. As owners of game consoles typically do not own 

game consoles of other brands, these users can only use the platform of Sony, Nintendo or Microsoft.  

• Mobile platforms: mobile devices are increasingly sophisticated and have increasingly access to mobile 

data networks such as UMTS or WiFi 802.11. One of the main advantages of mobile products is that it 

can easily recycle existing content into a market where people are more willing to pay for access to 

information. However, yet again there are dominant standards emerging. For instance, many operators 

have mobile operator portals through which third party content can be searched, purchased and 

downloaded. The strongest asset of mobile phone companies with regards to mobile content is their 

payment system and payment relation with their consumers. Third parties that want to are dependent on 

the mobile phone company, that holds a near monopoly. Vodafone for instance discourages its 

subscribers from using other mobile content than offered through their Vodafone Live! mobile operator 

portal by charging for all data traffic outside the Vodafone Live! domain.  

 

That begs the question as to why the rise of such dominant Highlander-esque portals is an important topic.  

 

3 The Power of Lock-In 
 

“The European Commission can confirm that it has sent a Statement of Objections to major record companies 

and Apple in relation to agreements between each record company and Apple that restrict music sales: 

consumers can only buy music from the iTunes' on-line store in their country of residence. Consumers are thus 

restricted in their choice of where to buy music, and consequently what music is available, and at what price. 

The Commission alleges in the Statement of Objections that these agreements violate the EC Treaty's rules 

prohibiting restrictive business practices (Article 81)” [3].  

 

As the quote above demonstrates in the case of the European Commission against Apple and several record 

labels, dominant content portals can damage the interests of citizens. Suppliers of these content portals – be they 

Apple or Vodafone – can for instance determine pricing, availability, ranking, disclosure and usage restrictions 

on the content sold through their portals. This case of the EC against Apple is one of many. The Norwegian 
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Ombudsman for instance declared on January 24th 2007 that the iTunes Music Store is illegal because it only 

allows purchased music to be played on Apple’s iPod devices. Rivalling MP3 players cannot be used to play the 

purchased content, effectively locking-in customers to their proprietary system. Such a lock-in strategy intends 

to prevent buyers from turning to alternative suppliers. For suppliers such strategies seem advantageous because 

lock-in allows them to raise prices without having to invest in innovation or product quality. Consumers however 

are dependent on one supplier, and their interests are potentially endangered. In addition, competitors of Apple 

are effectively restricted from engaging in competition at all, raising questions with regards to competition 

policy.  

 

Lock-in strategies have existed for a long time within the media industry, mostly in the form of subscriptions, 

and are on the increase due to new media technologies. The most common lock-in strategies are contractual 

agreements, taking advantage of durable purchases that demand complementary compatible purchases in a later 

stage, supplying products that demand brand-specific training, developing propriety information and database 

standards that are not compatible with other databases, becoming the specialized supplier for specific products 

and offering loyalty services. [4, p. 117]. Most of these strategies involve increasing the costs for consumers to 

switch to an alternative supplier. This is especially apparent in markets where suppliers have the exclusive rights 

to a particular technology or system. Because digital media products involve many different layers of the 

communication system, suppliers can develop proprietary technology to take advantage of this. It is therefore not 

strange that within digital media, we see this tendency towards centralized content portals that effectively lock-in 

their users. The next natural question is how we can assess the effects of these portals.  

 

4 Assessing Consequences of Centralized Content Portals 
 

So how can we assess the effects of such centralized content portals on digital media markets? Within media 

economic theory, these effects can be studied by using media market performance criteria. The concept of 

market performance comes from welfare economics, where performance is traditionally assessed by economic 

indicators such as allocative efficiency and industry profitability ratios [5, 6]. Media economic scholars have 

adapted the notion of market performance to assess media markets. Rather than focusing solely on economic 

indicators, media market performance is assessed by social, political and cultural indicators such as media 

diversity, freedom of expression, access to media outlets and services are the most prominent [5, 7-9]. Media 

market performance could be described as an assessment of mass media from a public interest perspective [5, p. 

62].  

 

It is important to outline that market performance refers to the outcome of the total market, and should not be 

mistaken with the performance of individual firms or other actors. “Performance is, first and foremost, appraised 

with reference to a market, which comprises all the interacting buyers and sellers as a whole, rather than to 

individual economic agents such as firms” [10, p. 4]. The normative approach to market performance proposes 

several performance indicators to assess whether markets deliver what society wants [6]. 

 

Media policy based on media performance is based on media performance assessment, and typically 

concentration within the media is not greeted with great enthusiasm. The rise of centralized content portals that 

effectively lock-in consumers raises new questions around familiar media performance criteria, most notably 

access and diversity.  

 

5 Access 
 

Accessibility has also been an important criterion for media regulators, and has become more prominent in 

debates on the future of media policy. In contemporary media policy, access to communications is an central 

concept [8]. Access to communications can be defined as “the possibility for individuals, groups of individuals, 

organizations and instructions to share society’s communications resources” [11, p. 204]. Access can be looked 

upon from different perspectives, such as access to markets or consumers or access to content by users. An 

important access performance indicator for users is affordability of content [8]. With an abundance of content 

available, access to that content is becoming increasingly important. Issues such as media education for groups 

that do not have the skills to access this content, households that do not have access to new media devices and 

infrastructures, but also economic accessibility as some content can only be accessed through payment. 

 

Also, the availability of content is an important indicator of accessibility. For content suppliers, access to 

markets is an important factor. When for instance Apple would prevent some record companies from selling 

their content through iTunes, a large part of the digital music buying audience is shielded off from this content. 

This is not only detrimental to the record company in question, but also to the audience as it limits their access to 
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content. With regards to publishing products, in particular news, educational and professional content, 

accessibility is an even more important issue. In light of the democratic and socio-cultural functions that media 

have apart from economic functions [12], it is important that citizens of democratic societies have access to 

information. When for instance a centralized portal for news content would be as dominant as the iTunes Store, 

restricting access of content suppliers to this platform could seriously undermine the democratic process.  

 

In addition to publishers of information, access to these platforms is also important for advertisers. We see that 

many platforms are replacing traditional advertising outlets as the main facilitator of advertisements. Online, we 

see that Google is now dominating the advertising industry using its Adsense and Adwords advertising network. 

Within the digital television domain, we see that cable companies and IPTV providers moving towards the 

advertising market as well, taking over the roles of traditional broadcasters [13].  

 

6 Diversity 
 

Diversity is perhaps an even more important media market performance criterion in Western countries. The 

adjectives to diversity in government reports usually reflect the desired media performance: cultural diversity, 

opinion diversity, regional diversity, genre diversity, ethnic diversity etc. The concept of media diversity could 

be defined as the heterogeneity of the media[14, 15] McDonald and Dimmick [15] argue that diversity is a two 

dimensional construct: [1] a set of categories within a given distribution (e.g. content categories) and [2] the 

allocation of elements to these classifications (e.g. how many programs are devoted to the content category 

news). 

 

The concept of media diversity can be deconstructed into three distinct forms of media diversity: source 

diversity, content diversity and audience exposure diversity [16]. Source diversity refers to the number of media 

outlets (TV channels, newspapers) and the ownership structures of these outlets and is traditionally measured 

using economic measures for competition such as the HHI index or Competition Ratios. Content diversity refers 

to actual media supply, and is mostly assessed by content analysis studies. These studies typically classify media 

content into predefined categories, for instance into content categories. Most policy research around diversity 

assumes that audiences provided with a diversity of content options also consume a diversity of content. 

However, the mere availability of diverse information does not necessarily equal exposure to diverse opinions 

and information. Without audience exposure to diverse content, availability of content has no effect on the 

political and socio-cultural functions of media. Exposure diversity is defined as “the diversity of content or 

sources consumed by audience members”[16]. Many indicators for media diversity have been formulated, as 

listed below: 

 

- Media should reflect the various social, economic and cultural realities of the societies in which they 

operate, more less proportional. 

- Media should offer more or less equal chances of access to the voices. 

- Media should service as a forum for different interests. 

- Media should offer relevant choices of content at one point in time and also variety over time. [17]. 

 

With the increased importance of centralized content portals, it is important to reassess to what extend these 

diversity indicators are being met.  

 

7 Scenario Methodology 
 

To hypothesize the effects of different configurations of content portals, we conducted a scenario exercise. The 

main purpose to develop scenarios is that they should paint distinct different pictures of the future with unique 

implications for strategic decision-making [18, 19]. We use secondary sources and media economic theory to 

develop the scenario lines [20]. In our case, we wanted to develop scenarios that explain the effects of open or 

closed and commercial and non-profit content portals on access to and diversity of e-publishing products. 

Therefore, we developed three sets of conditions for the scenarios, each with their own unique configuration of 

content portals: 

 

1. One dominant content portal similar to the iTunes Music Store, owned by a provider of e-publishing 

hardware (often referred to as e-readers); 

2. Several interoperable open content portals that have been developed by commercial search engines and 

software companies; 

3. A web full of Wikis with freely accessible co-created content, in tandem with securely sealed off walled 

garden of traditional publishers.  
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In each of the scenarios we established the so-called rules of interaction [21]. These rules outline how the 

important actors respond to the above mentioned conditions. The actors that we included in the scenarios are 

based on the value chain: content creators, content packagers (publishers) and content distributors [12]. In 

addition, we included advertisers as an important actor for the simple reason that many consumer based 

publishing products are dependent on advertising revenues. Based on this, we developed a linear story line that 

depicts not only the conditions and rules of interaction, but also the consequences for access to content and the 

diversity of content. In order to keep the scenarios clear, the broader conclusions are discussed in a separate 

concluding paragraph. We choose a time path of 5 years for the scenarios, placing them in the year 2012. This 

time path was selected because the technological progress is advancing at such a rapid pace that looking further 

into the future (e.g. 10-15 years) would be near impossible. 

 

These scenarios aim to help policy makers to assess the performance of future e-publishing markets based on 

content portals, and support the policy-making process. Policy is based on beliefs around the future benefits of 

content. That is why policy makers often conduct ex ante policy assessments, whereby the effects of different 

policy options are weighed [22]. Managers within e-publishing companies can use these scenarios to evaluate the 

strategic position of their organizations under different configurations of content portals, and can hence 

formulate counterstrategies [21].  

 

8 Scenarios 
 

Please find below three scenarios, in which we discuss the effects of different configurations of content portals 

on the behavior of the main market actors, and hence on accessibility and diversity of content. The scenarios do 

not try to describe utopist visions, or intend to prescribe one future as the best. Assessment of these scenarios is a 

normative matter for policy makers and an economic / strategic question for commercial publishers.  

 

9 IPUB (Proprietary Standard) 
 

The year is 2012. After the stellar success of the iPod, Apple has ventured into other content markets as well. In 

2008, the company launched a hard disc based text reader dubbed the iPub. Within 4 years, this device has 

captured 85% of the market for digital reading devices. Yet again, Apple proved that user friendly hard- and 

software can significantly increase end users’ appetite for digital content. In all major cities, people are reading 

their iPubs in public transport, in restaurants and increasingly also in schools and offices. Traditional publishers 

are now selling their content directly to the iPub, making use of its Wimax wireless connection. Digital 

newspapers or magazines are directly downloaded to the iPub when the user has a subscription. The iTunes store 

can be accessed on both the PC / Mac and on the device itself and offers the largest collection of e-publishing 

products in the Western world. In terms of sales, the iTunes store has overtaken Amazon.com, Barnes & Noble 

and Bol.com as the largest reseller of e-publishing products in both the US and Europe. The iTunes store 

provides copyright protected e-publishing products that can only be viewed on an iPub. In terms of prices, Apple 

has set fixed prices for different product types so that users are confronted with a simple to understand pricing 

mechanism. Books for instance can be priced at €5, €10, €15 or €20 in the German iTunes store. These prices are 

set by Apple, and individual suppliers that want to sell their products using the iTunes store have to abide their 

pricing scheme. Apple gets a fixed share of 20% on all sales. In exchange the company deals with all the 

handling, the platform and the payment mechanisms. Because of the dominant position of Apple’s iPub on the e-

reader market, Apple controls the dominant platform for premium e-publishing products. Other OEMs have 

significantly less power, and are therefore not able to attract content owners, let alone dictate pricing and format 

standards to them.  

 

Traditional publishers dominate the premium e-publishing products in iTunes. They have signed agreements 

with Apple to distribute their products, and sometimes demand certain special features such as additional 

promotion in iTunes and exclusion of certain rival products. Smaller or even individual content creators such as 

journalists or writers lack the bargaining power of the large publishers. As a result, they pay higher royalties to 

Apple for selling their e-publishing products and find it difficult to negotiate special deals or promotional 

activities. Although Apple promotes itself as a corporate responsible company, it remains a commercial 

company and money logic dictates that Apple will give priority to the large publishers, and put the squeeze on 

their smaller rivals.  

 

Publishers can also use the iTunes store to provide ad supported content for free. Because Apple does not earn 

money on freely distributed content by its cut on each purchase, it charges for delivery of ad supported content to 

end users through its platform.  
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The dominant position of the iTunes Store for e-publishing products makes it a walled garden in which Apple 

dictates standards with regards to content packaging, price setting, copyrights technology and disclosing and 

distributing content. Large publishers have preferred access to the iTunes Store and are more heavily promoted 

by Apple. Smaller suppliers find it more difficult to access this platform. As a result, many niche e-publishing 

products are not present or hard to find in the iTunes Store. It is primarily the mainstream content that is 

promoted, similar to the music offering in the iTunes Store. Already in 2006, the Guardian newspaper reported 

that: “(…) iTunes does sell a reasonable volume of niche music, but as a mainstream music retailer, it markets to 

and mostly attracts mainstream music fans” [23]. Four years after the introduction of the iPub, the same has 

happened for e-publishing products. Sure, the iTunes store contains a diverse range of content, but effectively the 

content offering contains of mainstream mass media e-publishing products. Consumers that do not own an iPub 

or do not have a iTunes Store account are barred from many e-publishing products as these are exclusively 

available on the iTunes Store. Many publishers use the iTunes Store as their sole or prime distribution platform 

for e-publishing products, not in the least because Apple’s pricing policy allows them to set relatively high prices 

for their e-publishing products. The relatively high prices combined with the enormous reduction in printing and 

distribution costs make an interesting business case for publishers.  

 

10 Interoperable Content Portals 
 

It took some time, but in the three years from 2009 up till now, e-publishing has finally matured. Several open 

content portals have been developed that are used by a myriad of content suppliers. These platforms are truly 

cross-medial, i.e. they can be accessed on the open internet, on mobile devices and on e-readers with network 

connectivity. Search engines and software providers are the main drivers behind these open platforms. These 

facilitators use their content portals to push their payment systems and advertising networks. Google, Paypal 

(eBay) and Nokia Software are the three leading providers of such platforms in Europe, and offer a payment 

system for purchases of e-publishing products. These payment systems can also be incorporated in other 

websites, so content providers can also offer, sell and distribute content through their own portals.  

 

International open source standards are used for content packaging, copyrights and metadata in order to optimize 

interoperability and retrievability of e-publishing products over various portals. Content owners can easily 

distribute their content to the different portals, and the open character of these content portals ensures that also 

small publishers can find their way to end users. As content is organized along the lines of standard metadata 

sets, the size of the publisher does not influence the degree of retrievability on the large portals. However, these 

larger publishers also have an extensive online presence themselves, which makes up almost 40% of their 

turnover in the e-publishing domain. For these publisher websites they often prefer to use the payment system 

and advertising networks of facilitating companies over proprietary systems.  

 

The large content portals for their part are used by a large variety of publishers, from individual authors to 

multinational media conglomerates. Standardized open platforms with standardized copyright protection reduce 

transaction costs [24, 25]. Since the size of a firm depends foremost on the question whether it will pay to bring 

an extra exchange transaction under the organizing authority of a firm [26], lower transaction costs as a result of 

standardization would dampen the economic case for organizing transactions within a firm. In other words, the 

raison d’être for large publishing houses as content packagers is becoming rather questionable. More and more 

content creators bypass the publishing houses and directly market their products using open content portals.  

 

Because these platforms are open, several non profit organizations are also accessing the market. This results in a 

negative price spiral. For instance, the rivalry between the free news e-publishing products of public broadcasters 

such as the BBC and ZDF and those of commercial newspaper has driven most quality papers to an 

advertisement supported free e-newspaper model.  

 

The large content portals use the traditional motto of telecommunication providers that they are not interested in 

the message, but only in the facilitation of the message. This content agnostic view has allowed them to 

incorporate a myriad of content suppliers from various backgrounds, such as political parties, student 

organizations, individual authors or educational publishers. As a result, end users have access to a very diverse 

pallet of e-publishing products.  

 

The high level of competition between suppliers drives down prices of e-publishing products, which in turns 

increases dependency on advertising revenues. This benefits the advertisement networks of the companies 

behind these content portals, such as Google’s AdSense and Nokia’s Ad Accelerator. Especially the smaller 

publishers do not have the means or the know-how to sell advertisements for their products, and can easily tap 

into the systems of the large advertisement networks. We predict that in April 2017, 5 years from now, 
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advertisements will make up 70% of the income of e-publishers. Because the suppliers of centralized content 

portals monitor user behaviour on the portals, but also their reactions to certain types of information, they can 

greatly increase the effectiveness of advertisements in e-publishing products, which has a positive effect on 

demand for and prices of advertisements in e-publishing products.  

 

11 iWiki-publishing 
 

It is hard to imagine that only 5 years ago, Wikipedia was primarily an online encyclopedia. We have come a 

long way since then. The managing board of Wikimedia declared on January 4
th

 2012 that the Wiki format has 

now become the dominant method of publishing for digital text, photo and audiovisual content. Although the 

large publishing companies still play an important role with their print and online propositions, in terms of 

digital content Wikis are the undisputed market leaders in Europe, the US and East Asia in all major digital 

content categories, but especially when it comes to news content. Recognizing the importance of the Wiki 

movement, iWiki-publishing has been added to the Wiki and Oxford Dictionaries as: 

 

“i-wi-ki-pub-lish-ing Pronunciation [ai- wee-kee-pub-lish-ing] –derived from a verb. Meaning: an e-

publishing product that has been created on or for an open platform and is continuously subject to 

changes from visitors”. 

 

As there is no central organization that creates or packages iWiki publishing products, there are no business 

models around this type of content. When Wikis were still relatively unimportant in the media industry, many 

non-profit organizations started to use this mechanism. Public broadcasters were particularly instrumental in 

promoting the Wiki concept, and en masse started to use Wiki from 2008 on. As a result, there is a large variety 

of iWiki publishing products and these are not only free, but also void of advertisements. The servers and sites 

that host the Wikis are maintained by donations from individuals. These servers and sites are non-profit 

foundations with a democratically elected managing board. Wikis are always non-profit, because it is impossible 

to divide the proceedings of co-created content over all the co-creators.  

 

This leads us to the problem of iWiki-publishing. As there are no business models, it is hard to find sufficient 

funding for more specialized or professional content. Investigative journalism for instance requires relatively 

large investments, with journalists sometimes having to infiltrate organizations for prolonged period of time. The 

traditional print publishers are aware of this problem and offer their often more specialized content for free to 

subscribers of their printed material. They have created online walled gardens where subscribers can access the 

digital version and extras around the printed product. By doing so, these traditional publishers effectively defend 

their positions in print and lure users with a need for specialized content to their printed products. Product 

innovation for these more specialized forms of digital content such as investigative journalism are dependent on 

innovation in the portfolio of printed material that these traditional publishing houses have. Because they have a 

semi-monopoly on specialized content, prices for printed material are increased in order to make up for costs of 

their digital offering. This started at the beginning of the century with educational publishers that increased 

prices of text- and workbooks to cross subsidize investments in ‘free’ digital content [27], and has now spread to 

all e-publishing segments.  

 

For advertisers it has become difficult to reach audiences of e-publishing products. They are restricted to the 

walled gardens of the traditional publishers, and these only give access to a large minority of the total audiences. 

Although these audiences are interesting for many advertisers (the average subscriber to printed publications are 

more affluent than the average reader of free iWiki-publishing products), e-publishing has become less 

interesting to advertisers than other media. This also benefits the traditional publishers, as they are often part of a 

larger media conglomerate that can utilize alternative media to lure advertisers to their platform. Nevertheless, 

access to high quality, specialized e-publishing content has become more difficult and content innovation is 

dependent on end users.  

 

All in all, Wikis have greatly benefited access to content distribution platforms for individual authors and 

provide a diverse supply of digital content. However, the counter reaction is that specialized digital content is 

now more disclosed then ever and less affluent consumers might have difficulties to access this content.  

 

12 Conclusions 
 

The answer to the question to what extend different centralized content platforms are beneficial or detrimental to 

the e-publishing sector, is dependent on the subjective evaluation of the person who asks. Publishers have 

different interests than politicians, and we can be sure that politicians rooted in different political ideologies also 
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differ in their evaluation criteria. However, it is safe to say that centralized content portals will most likely 

change the way e-publishing products are packaged, disclosed and distributed.  

 

In the first scenario, we found benefits for publishers that are allowed access to the iTunes store. Prices are 

relatively high, whereas the percentage that has to be paid to iTunes in return for facilitating the sale of e-

publishing products small in comparison with for instance traditional bookstores. Consumers might evaluate this 

scenario less favorably, as they are locked into hardware and can choose from a pre-selected set of content for 

relatively high prices. Governmental agents might also be less than happy, especially given the lack of 

competition.  

 

The second scenario might be less interesting for publishers, as it remains difficult for them to develop profitable 

services in a very competitive environment. Publishers that want to attract users must invest in quality and 

innovation, because only then users will be persuaded to pay for access to e-publishing products. Smart use of 

the networks of the facilitators might help smaller publishers to develop profitable business models based on the 

advertising market. Consumers have the best deal in this scenario, because they can select content from an 

infinite number of sources, and prices are very subdued. Regulators might also look favorable upon this scenario, 

as competition is high.  

 

The final scenario is a more scientific approach, whereby knowledge is not created by any organization but by a 

collective of co-creators. Publishers won’t cheer for this scenario, since it is near impossible to create profitable 

e-publishing products. Rather, e-publishing has become a by product for printed material. There is no such thing 

as a free lunch, so money has to come from alternative sources. For consumers it is also perhaps a less positive 

scenario as access to specialized content is somewhat restricted and the relevance and authenticity of content can 

be questionable. Governments should also consider to what extend this type of market, where digital content is 

either free or a by product, is desirable for their policy goals.  

 

These scenarios intend to help policy makers and strategists within publishing companies think about the future 

impact of centralized content portals. Going forward more empirical research into the effects of these portals on 

media market performance is required. Especially the reaction of e-publishers to these portals should be further 

analyzed. The next step of the research would be to develop quantitative models that predict reactions of e-

publishers to the rise of centralized content portals. This enables us to empirically test the validity of the 

predictions made in the scenarios. 
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Abstract 
 

It has become very common in the current information society to talk about “open” and to use this term as a 

quality mark. Open standards, open source software, open archives, open formats etc. are all very much 

promoted. In this contribution, we would like to focus on the file structure of documents such as texts, 

spreadsheets and presentations, and more specifically on the Open Document Format. ODF is becoming 

increasingly popular for many reasons, but it also is the first document format for use in office suites that has 

unique features built in (as of version ODF 1.1) for persons with a reading impairment such as low vision, 

blindness or dyslexia. 

 

Keywords: open document format; accessibility; ODF; OOXML 

 

 

1 What is a Document Format? 
 
When we produce computer documents, be it a text document, a spreadsheet, a presentation etc., the result of our 

work has to be stored in computer files. Sometimes this is just one file (a Microsoft Office Word document, a 

slideshow presentation…), sometimes the contents of a document can only be restored from several files (a well 

known example are HTML webpages where text and images are stored in separate files). 

 

When we look at the availability of documentation for document formats, it is possible to categorize them as 

“open” or “closed”. Over the years, commercial software makers have come up with document formats that were 

tied to their own products. Examples of proprietary formats for text processing include Microsoft Word’s binary 

format and WordPerfect’s WP format. These formats often changed when new versions of the software products 

were released, and forced users to migrate to a newer version of the product. This upgrade cycle has to do with 

several things. On the one hand, a software maker may want to incorporate new features into the next version of 

their product, and this may necessitate changes to the format (commercial argument). On the other hand, users 

feel forced to buy the newer version of the product because they fear that they may no longer be able to 

exchange documents with users who have migrated to the newer version. Users may also feel frustrated because 

the changes to the document format and the document format itself are not well documented, so they cannot 

judge the impact of the changes. 

 

At the other end of the spectrum are so-called “open” formats. These formats may have been created by a de 

facto or official standardization organization and through an open process, for example the HyperText Markup 

Language (HTML) of the World Wide Web Consortium (W3C). The availability of the W3C’s Extensible 

Markup Language (XML), which is not a document format but a generic syntax for document formats and other 

data, has led to the creation of hundreds of formats, by standardization organizations as well as companies, 

individuals and online communities. With the advent of XML, and with the availability of many free or open-

source XML parsers, creating, reading and implementing document formats came within the reach of many more 

users. Document formats passed through standardization or were based on standards, or for which 

documentation was available to everyone (free or for a fee) gained popularity for several reasons, one being that 

these characteristics appear to guarantee long-term readability and usability. 

 

It would not be correct, however, to equate proprietary with “closed”. The specification for Microsoft’s Rich 

Text Format, for example, is available on Microsoft’s web site
1
. Corel offers software development kits (SDKs) 

for the WordPerfect file format
2
. Portable Document Format (PDF) was created by Adobe Systems but its 

specification is publicly available, and subsets of the format have undergone or are undergoing standardization 

by the International Organization for Standardization (ISO). Open formats may also change, and may force users 

to get new versions of software products, just like changes to proprietary formats. 
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2 The Open Document format 
 

The development of the Open Document Format (ODF) was initiated by developers of word processing and 

other software who wanted to make their product available in the public domain (open source software). In this 

particular case the major stimulus came from OpenOffice.org, an office suite that can be used freely by 

everyone. But as we will see later, there are nowadays many more products supporting this format. 

The ODF format has the following characteristics: 

 

• several XML files are produced to describe one document; minimally one has four XML files for any 

document (cf. table 1); 

• the content description of these files is well documented and was the result of a public (“open”) 

standardization procedure (more details about this later); 

• the different files are usually (but not necessary) bundled together in one single ZIP file. Zipping files is 

nowadays a de facto standardized procedure for compressing and joining files and folders together. This 

action is always transparent for the user. 

 

meta.xml information about the document (author, time of last save, ...) 

styles.xml styles that are used in the document 

content.xml main document content (text, tables, graphical elements) 

settings.xml document and view settings (such as magnification level and 

selected printer); these are usually application specific  

Table 1: The four basic building blocks of an ODF document 

 

More details can be found in the relevant Wikipedia page
3
 or in chapter 17 (Packages) of the complete ODF 

standard
4
. 

 

3 Why is this Format Important for Persons with Disabilities? 
 

The ODF format is based on XML technology, which is promoted through the World Wide Web Consortium 

(W3C), and reuses formats whose accessibility has been verified through W3C's Web Access Initiative. Also 

when the ODF standard was developed, under the umbrella of the OASIS consortium, accessibility requirements 

were taken on board. 

 

However, serious accessibility-related problems showed up when the US State of Massachusetts adopted the use 

of ODF as the only admissible interchange format for official documents in 2005. That decision has provoked a 

lot of criticism by groups that do not believe in open source solutions but also by organizations of handicapped 

persons fearing that they would be forced to use software with less accessibility provisions than their current, 

Microsoft-based, tools. That is why OASIS set up a special ODF accessibility subgroup in 2005.  

Anyhow, there remains still a lot of confusion on the topic of accessibility to information. It is much more 

important for users with a visual or other impairment that the software they are using is accessible and usable 

then that the resulting document formats are accessible. In practice these files will never be read by human 

beings but only by machines. Despite this, the file format is important because it may or may not contain the data 

needed for an accessible reproduction. 

 

At this point in time, general computer accessibility to Microsoft Windows-based software is quite good, 

especially for persons with a visual impairment. They can efficiently use their special hardware and a special 

computer program, called a screenreader, gives them access to the information and the commands on the 

computer screen. This is not because of Microsoft cared for this but because a whole group of external 

companies is building screen enlargement and screenreader software to be used on Windows platforms. 

The software packages that support the ODF format currently are less accessible than the Microsoft office 

products although they are catching up rapidly. Promoters of Unix/Linux systems are especially convinced that 

this is only a matter of time because, for example, the Gnome Unix desktop is at the same time a so-called 

Recommended Engineering Accessibility framework
5
. These are frameworks that permit intimate interaction 

between general applications and accessibility software. 
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4 ODF Accessibility Guidelines 
 

Current status 

The ODF document format has, right from the beginning, been developed with accessibility in mind. 

For this process one could rely heavily on the long term experience gathered around web accessibility via the 

WAI guidelines. 

The details can be found in “Accessibility Guidelines for Implementations of Open Document Format v1.1. 

Draft 19, 14 March 2007” 
6
 and the major items are: 

 

a) About the ODF format itself: 

• Descriptive texts should be used for anything that is not text (graphs, pictures, sound inserts etc.). All 

necessary tagging is available. 

• Tables and especially column and row headers must be marked up as such. This permits screenreaders 

to speak out table information together with the cell location information. 

• A strict scheme of document divisions and corresponding headers should be maintained, using named 

stylesheets. 

• There is a provision for logical description of navigation inside drawing layers. 

 

b) About the software used for ODF production or conversion: 

• The software must check the use of the accessibility features and stimulate authors to use them as much 

as possible. 

• When converting a document in another format, all the accessible information must be kept and must 

remain available for further conversion, e.g. back into the original format. 

• Users must be able to have the layout following general rules (e.g. on font size or color schemes) set up 

at the level of the operating system. Personal layout wishes (e.g. for persons with low vision) must 

always adhered to (stylesheet priority management). 

 

Most of the above items have been incorporated into ODF 1.1 

 

Future work 

The ODF accessibility sub-committee has a number of work items planned for the next release of ODF. These 

are:  

1. Background images. Access to any information contained in images used as backgrounds.  

2. Navigation. The way in which people with disabilities can navigate round an individual slide in a 

presentation. Improving access to tabular data as is found in spreadsheets.  

3. Multi-modalities. The provision of access in alternate modalities. For example, improving access to 

charts and graphs.  

4. Reviewing ODF support for a wider range of disabilities.  

5. More detailed support for spreadsheets. Easier access to header information, cell labels and formulas.  

 

5 Accessibility Testing 
 

At the CSUN 2007 conference, Jonathan Whiting and Aaron Anderson (WebAIM) gave a presentation on 

“Creating Accessible Content in OpenOffice.org”
7
. Another recent evolution is the development of software 

packages that audit the accessibility features of ODF documents. In 2006 IBM and the U.S. Department of 

Education organized a contest to produce such testing software. The winning solution (“ODF accessibility 

validation tool’”) was developed by two American students (from Capitol College and Oklahoma University) 

and a Chinese student from Tsinghua University (Bejing). This was also announced at the well-known 

Technology & Persons with Disabilities Conference (CSUN 2007). The winning application and several others 

are given to the open source community via Sourceforge.org
8
. An online Open Document Format (ODF) 

Accessibility Evaluator is also available on the website of the Illinois Center for Information Technology 

Accessibility
9
. 

 

6 Why is ODF Readily Accepted by so Many Authorities and Companies? 
 

One of the major goals of the Open Document Format is to guarantee access to content on very long time scales 

and this without technical legal barriers. In other words, efficient archiving with guaranteed future retrieval 

possibilities and the wish to become independent of Microsoft’s business strategy are among the main drivers of 

adoption.  
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The fact that the early adopters are mainly public authorities has definitely increased the visibility of 

accessibility aspects in ODF as these authorities nowadays often have the legal obligation to consider the needs 

of all the citizens.  

It is expected that ODF will slowly gain momentum mainly through acceptance by authorities.  

The Massachusetts case had shown the weak point: very few software packages that natively use ODF were 

available in late 2005. And the incident also lead to the creation of the OASIS subgroup on Accessibility. 

One of the early adopters is the Belgian government that has decreed that only open formats are acceptable as an 

exchange format between the Belgian authorities, and this from 2008 onwards. If realized in time, Belgium 

would be the first country to prohibit the use of closed document formats. As could be expected, Microsoft has 

reacted strongly. 

 

7 How Popular is ODF in Reality? 
 

By the end of 2006 there were eleven word processors, six spreadsheet programs and 5 presentation managers 

(Powerpoint-like programs) with support for ODF available. Furthermore, three groups are active in the 

development of conversions from Microsoft Word into the ODF format and vice versa. They are SUN 

Microsystems, the Open Document Foundation and the public domain Sourceforge.net project, "ODF Add-in for 

Microsoft Word"
10

. Within the UK Royal National Institute of the Blind, a project has been set up to turn ODF 

documents into the Daisy format, the new, worldwide accepted standard for talking books and multimedia 

documents. The ODF format is also used in the online text processing facilities of docs.google.com. Documents 

produced online can be stored in Microsoft Word, Microsoft RTF, and OpenDocument formats. As it is possible 

to upload and to download the online documents, the docs.google.com facility can in fact be used for file format 

changes too: upload in one format, download in another. PDF can be used as output, not as input. 

 

8 Standardization 
 

The ODF format v1.0 became an international ISO standard in 2006. After having been developed within a 

working group of the OASIS foundation, it was passed through the International Organization for 

Standardization, ISO, where it became ISO standard ISO/IEC 26300. The proponents of ODF have created 

several organizations for discussion and exchange of information. Two of them are very well known: 

 

 

Figure 1: Logo of the ODF Alliance
11

 

 

Figure 2: Logo of Opendocument-xml.org
12

 

 

Meanwhile Microsoft has launched a counterattack by creating and promoting XML version of its proprietary 

office formats, and called them Office Open XML format (OOXML)
13

. This format will be used in Microsoft 

Office 2007. 

 

In the beginning of 2007, this lead to a very controversial issue on the standardization of XML-based open 

document standards. The Open Document Standard became ISO 26300 (700 pages) through a very formal 

process typical for ISO work. Microsoft’s alternative, OOXML (Office Open XML) was produced in one year 

by a technical committee
14

 chaired by two Microsoft persons, contained many references to specific behavior of 

Microsoft software that were not documented and counted 6000 pages. It was ratified as ECMA-376 by ECMA 

International
15

, which was consequently described as “a private association that drafts standards on demand”
16

.  
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In late 2006, Microsoft wanted to put the OOXML specification on a fast ratification track within ISO because 

the document had already been ratified by ECMA. This created a lot of dismay within organizations that had 

been developing and promoting ODF. People were even asked to lobby with national ISO delegates to cancel the 

fast-track procedure. Websites listed arguments against the fast-track process, for example “EOOXML 

objections” on the Grokdoc website
17

. 

 

In spite of this, it was recently (April 2, 2007) announced
18

 that ISO-Joint Technical Committee 1 has started the 

voting period for ISO/IEC standard DIS 29500…  

 

9 And now? 
 

ODF still seems to attract quite a lot of organizations. It is public domain and vendor independent, it is well 

defined (and not too complex) and it is accessible. However, what is even more important for reading impaired 

users is the fact that the software producing open office documents is made accessible. The existence of different 

types of converter plug-ins has taken away the major objection against the use of ODF as people can, for 

example, stay with the more traditional Windows-based platforms. 
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Abstract 
 

The European Accessible Information Network (EUAIN) was established to support the move to incorporate 

accessibility within mainstream content processing environments. EUAIN has brought together a considerable 

base of knowledge that has now been structured into a series of training modules and curricula which are 

intended to meet the real needs at this point in time.In this paper we outline how the EUAIN training and 

learning framework is primarily intended to provide support for everyone who is directly involved in digital 

content creation and document distribution channels. This target audience requires general courses and training 

materials as well as domain-specific materials. These general training materials include information about digital 

document standards and formats, accessibility guidelines and different kinds of publishers and distribution 

channels. Also important is knowledge about accessibility and alternative forms of presentation that fulfil special 

requirements for print impaired people. The curricula are illustrated by good practices of accessible content 

publishing and good examples of accessible digital documents. The specific training materials are addressed to 

different branches of publishing (books, newspapers, magazines, etc.) and content creators (multimedia content 

designers, web designers, authors of e-learning content). A significant part of the materials are curricula that 

demonstrate tools and techniques for accessible content processing. Additionally, the training materials are in 

modular form to allow them to be adopted within courses and programs to meet the requirements of particular 

groups. These modular materials are also extensible and scalable, and it is our intention that many new curricula 

will be developed using this ever-growing resource base. Indeed, the newly-established PRO-ACCESS project is 

disseminating this information across the publishing industries. 

 

Keywords: visually impaired; e-learning; EUAIN; digital publishing 

 

 

1 Introduction 
 

Structured information is the first step in the accessible information process. A document whose internal 

structure can be defined and its elements isolated and classified, without losing sight of the overall structure of 

the information, is a document that can be navigated. 

 

Most adaptive technology allows the user to access a document, and to read it following the "outer" structure of 

the original. But if the same information also has an "inner" structure that allows the adaptive device to 

distinguish between a phrase and a measure, between a paragraph and a sentence, highlighting particular 

annotations, then the level of accessibility (and therefore usability) of the whole document will be greatly 

enhanced, allowing the user to move through it in the same way as those without impairments do when looking 

at a printed document, and following the same integral logic. 

 

In an ideal world, all documents made available in electronic formats should contain this internal structure that 

benefits everyone. Highly-structured documents are becoming more and more popular due to reasons that very 

seldom pertain to making them accessible to people with disabilities. The move to XML related formats and 

associated standards for metadata has provided an impetus for far greater document structuring than before. 

Whatever the reasons behind those decisions are, the use of highly-structured information is of great benefit to 

anybody accessing them for any purpose. 

 

In recent years, the market for accessibility and assistive technologies has started to gain recognition. It is clear 

that the integration of accessibility notions into mainstream technologies would provide previously unavailable 

opportunities in the provision of accessible multimedia information systems. It would open up modern 

information services and provide them to all types and levels of users, in both the software and the hardware 
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domain. Additionally, new consumption and production devices and environments can be addressed from such 

platforms and this would provide very useful information provision opportunities indeed, such as information on 

mobile devices with additional speech assistance.  

 

It is equally clear that we remain at the very beginning of the move to incorporate accessibility within 

mainstream content processing environments. The EUAIN consortium has brought together a considerable base 

of knowledge that has been structured into a series of training modules and curricula which we believe meet the 

actual needs at this point in time. These materials are also extensible and scalable, and it is our hope that many 

new curricula will be developed using this ever-growing resource base. 

 

2 The EUAIN Project 
 

The EUAIN project [2] is now nearing completion, and as such much interesting information has been brought 

together concerning the provision of published information for visually impaired end users. In order that the 

information brought together by the consortium can have a maximum effect on stakeholder communities in 

Accessible Information Processing the EUAIN network has created a comprehensive set of instructional training 

materials. These flexible materials can be used in different environments and work is now underway to translate 

them into multimedia materials. This paper is a presentation of these developed materials. 

 

3 Training Materials 
 

The training and learning framework was primarily constructed with the intention to provide support for 

everyone who directly effects digital content creation and decides about document distribution channels. This 

group requires general courses and training materials as well as domain-specific training materials.  

 

 

Figure 1: Accessible Information Processing(AIP) Training 

The general training materials include information about digital document standards and formats, accessibility 

guidelines and different kinds of publishers and distribution channels. Also important is knowledge about 

accessibility and alternative forms of presentation that fulfill special requirements for print impaired people. The 

curricula are illustrated by good practices of accessible content publishing and good examples of accessible 

digital documents.  

 

The specific training materials are addressed to different branches of publishing (books, newspapers, magazines, 

etc.) and content creators (multimedia content designers, web designers, authors of e-learning content). A 

significant part of the materials are curricula that demonstrate tools and techniques for accessible content 

processing. Additionally, the training materials are in modular form to allow them to be adopted within courses 

and programs to meet the requirements of particular groups. 

 

In general, there are three themes. The first is related to different types of digital documents and their 

accessibility issues for print impaired people. The subject of the second theme is to discuss and demonstrate 

workflows for authoring tools and techniques that allow people to create documents accessible for all. The last 

theme addresses the processes that must be considered regarding content distribution and digital rights 

management. 

 

The EUAIN training materials consist of: 

 

• Practical examples of good practice; 

• Illustrated explanations of good process management for accessible information production; 
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• Detailed explanations of approaches, technologies and tools; 

• Detailed explanations and examples of benefits and weaknesses of different formats; 

• Step by step, modular instructions for producing accessible information in different formats. 

  

Furthermore, the educational process and especially the course materials are themselves a good example of 

accessible content creation.  

 

After detailed consideration and advice from industry, there is also a requirement that the training materials 

should operate on several levels. These levels will become increasingly detailed and complex. In this way, 

different people can choose the level of detail that is required for their situation, or their position in the decision-

making chain. In essence, the three levels are as follows: 

 

• Level 1: Descriptive - Should teach actors to think about the issues and finding the solutions for 

their situation. There will only be simple explanations, and not detailed or over-technical 

information. 

 

• Level 2 : Decision making - Should teach actors how to make the right decisions to implement 

accessible information processing. There will only be relatively simple explanations, and not 

detailed or over-technical information . These descriptions will link directly to level 3 detailed 

information. 

 

• Level 3 Training packages - At this level, the detailed and more technical information is provided. 

This level essentially provides the answers to detailed questions and applications.  

 

To this end we have constructed our training materials in such a way that people can choose exactly the most 

appropriate training packages for their local environments. 

 

3.1 The Curricula 
 

In order to target the EUAIN modular training packages at the correct market segments, it is important to 

understand the various targets of the curricula presented. The most relevant modules can then be presented to 

these audiences. As a starting point, the WAI Resources on Developing Web Accessibility Training and 

Presentations[1, 7, 8] have been used and adapted to be more specific to Accessible Information Processing: 

 

Figure 2: An expansion of the Curricula section of the AIP training 
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The example curricula currently available are: 

 

• General introduction to Accessible Information Processing: A general introduction to a 

heterogeneous audience provides the background information required to understand why 

Accessible Information Processing is important in whatever environment the recipients of the 

training are involved in. The curricula is designed to take 40 minutes to present in order that it can 

be easily incorporated in other curricula and training sessions. 

 

• Accessible Information Processing Lecture: a single two-hour lecture/presentation on AIP as part 

of a full semester's introductory course on general web design skills. 

 

• Workshop on AIP design and markup Context: Hands-on workshop on Accessible Content 

design and mark up, for a class(~10-20 people), of content creators. The workshop assumes some 

knowledge of the Business case and the Market for Accessibility, and is taught with computers for 

learning assistance. The class has to be taken by someone who has a reasonable experience in 

Accessible Information Processing as the workshop requires a lot of interaction with the subject 

matter. 

 

• Conference Workshop on AIP technologies: This curriculum specifies a ninety minute workshop 

which can be given at a conference or trade event. It is aimed at IT workers who have some 

knowledge of software design and development. It is assumed that the audience is familiar with the 

need for accessible information processing. 

 

• In-House Training Day on Accessible Information Processing: In-house training at a publisher, 

content creation company, or software development company. The audience is assumed to have 

some level of knowledge of Accessible Information Processing. The training session requires 

considerable preparation(Possibly with the help of an organisation contact point) by the facilitator of 

the training in order that the training is relevant to the organisations specific field, workflows and 

authoring tools. 

 

• Accessible Information Processing Overview for Senior Management: A brief presentation 

around a conference table during a senior management meeting. The focused delivery of this 

training aspect requires a familiarity with the material. 

 

These curricula are aimed at different audiences and market segments. The materials for these curricula draw on 

a body of topic specific modules which have been brought together for use in training. Each sample curriculum 

highlights several objectives and learning outcomes for the topic and provides a list of resources relevant to those 

learning objectives. An estimated time frame for each curriculum is provided. They are designed in such a way 

that the curricula can be altered and personalised for more specific needs and situations.  

 

3.2 Modular Training Packages 
 

The Modules for the EUAIN training materials have been modeled on the structure of the WAI Resources on 

Developing Web Accessibility training and presentations. , The structure is as follows: 
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Figure 3: The Modules section of the AIP training packages. 

 

These modules consist of materials which can be used in the curricula described above. Each module focuses on 

a particular aspect of Accessible Information Processing and provides reusable materials such as hand-outs, 

presentations, software and other useful materials:  

 

• Module 1 – Why Accessible Information Processing is important. This module provides an 

overview of Accessible Information Processing. This includes an overview of the topics in the other 

modules and should be seen as an introduction module to all the EUAIN training modules. The 

resources presented in this module are relevant to all the other modules and relate directly to all the 

curricula. 

 

• Module 2 – Description of Accessible formats with examples of practical use. This module is 

aimed at providing a solid understanding of the formats relevant to Accessible Information 

Processing and how they are used in processes and workflows. As such it presents descriptions of 

how these formats used in both mainstream environments and environments that are more focused 

on print impaired users. An understanding of these formats is essential before conversion processes 

can be built out of the formats such that they can be incorporated into workflows and processes 

relevant to the stakeholders which these resources and training materials are presented to. 

 

• Module 3 – Business case and the Market for Accessibility. It is important to understand not only 

the technical perspectives for formats and conversations required for Accessible Information 

Processing but also the business angle and the market relevance for incorporating Accessible 

Information Processing within existing industrial environments. This module targets decision 

makers and executives within stakeholding communities who have to assess the cost and benefits of 

implementing Accessible Information Processing. 

 

• Module 4 – Implementing Accessible Information Processing. Accessible Information processing 

is a series of processes., but very few of these processes stand alone, in most cases, the accessibility 

component will be one in a chain of processes with the input and outputting feeding from and to 

other processes. This module describes how Accessible Information processing ties in with these 

other processes and workflows already in place in mainstream environments. 

 

• Module 5 – Evaluating and incorporating Accessible Information Processing. In order to 

successfully incorporate Accessible Information Processing within existing workflows, it is 

important to first evaluate the workflows for accessibility. This relates to the formats, authoring 

tools and standards already in place in the processes within these workflows. This module focuses 
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on evaluating this accessibility and how these evaluations can help point top answers on the best 

way to implement further accessibility. 

 

• Module 6 – Accessible Content and Accessible Authoring Tools. In order to implement 

accessible information processing within organisations, clear understanding is required of how to 

create, modify and process content using both the tools available within mainstream organisations 

and also the accessibility conversion tools and assistive technologies. This module provides 

resources such to make this possible. 

 

• Module 7 – Promoting Accessible Information Processing. This module ties the previous 6 

modules together in order that participants of EUAIN learning packages can reuse their knowledge 

and understanding of Accessible Information Processing within heir organisation and further 

promote accessibility. This module ensures that accessibility is reverberated through the 

organisation and can be promoted from the top down.  

 

Each module is intended for use as information which feeds into specific curricula but they have specific 

objectives, resources and learning outcomes such that they can be used as a stand alone information package.  

 

3.3 Resources and Additional Materials 

 
Figure 4: Overview of AIP training resources 

 

Formats 

In order to look at the various processes involved in Accessible Information Processing, it is essential to build up 

a finite list of the formats which are commonly used during these processes and interactions within supply 

chains. After careful consideration of several specialist organisations, publishers and users, we came up with the 

following list of formats. 

 

• Printed paper 

• Printed Braille 

• Audio(Wav) 

• ASCII Text 

• HTML 

• XML 

• Multimedia Packages 

 

It was felt that these descriptions covered all areas. There is a specific focus on formats for the print impaired, so 

formats such as bitmap or JPEG are considered to be components of more complex multimedia packages, as they 

are rarely dealt with without some sort of surrounding information or multimedia package. 

 

Conversion Processes 

Given that we have a finite list of formats used for accessible information processing, a conversion from every 

format to every other format provides us with a list of accessible information conversions. This provides us with 

a list of 42 conversion processes.  
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Each conversion process is dissected to provide: 

 

• a description of the conversion from a accessible information processing perspective 

• examples of the conversions use in real life case studies (see below) 

• examples of the conversions use in hypothetical scenarios (see below) 

• related guidelines and best practices 

• A flow chart description of the process 

 

For example: 

 

 
Figure 5: Flow chart of ASCII to Braille Process 

 

Standards 

As part of the work of EUAIN a deliverable entitled “Standards for Accessible Information Processing” was 

created. The deliverable is public and available on the EUAIN website. This information is used as a resource in 

many of the modules and curricula.  

 

Guidelines 

EUAIN is not the first project to tackle the issues of Accessible Information Processing and there are several sets 

of Guidelines and Best Practice already in existence. However, until now these have not been brought together in 

a systematic manner. EUAIN has collated this information in order to focus stakeholders on specific information 

based on their specific requirements. This information is available on the EUAIN website, the EUAIN wiki and 

it is also fed into the resources for the training materials.  

 

Case Studies and Scenarios 

Based on real-life examples of accessible content processing, we have prepared a number of Case Studies and 

scenarios to illustrate different aspects of accessible content processing. These Case Studies are drawn from 

different publishing sectors and address a variety of different issues. Each Case Study provides an in-depth 

examination of key factors and provides practical explanations of how the various processing stages were 

addressed to achieve accessible content. The case studies are constructed out of the same conversions which 

were described above: 
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Figure 6: Example of a case study flow description 

 

 

This case study is then dissected in terms of: 

 

• Actors involved in the information processing chain 

• Conversions and processes used 

• Standards used 

• Guidelines used. 

 

This body of information is also available on the EUAIN wiki[ref]. 

 

4 Pro-Access 
 

Following on from EUAIN, the consortium intend to explore these themes further by taking part in several more 

practical implementations which tackle that which EUAIN raised. One such endeavour is the PRO-ACCESS[4] 

project which started recently. 

 

The project will provide practical tools for publishers and content providers to address the targeted audience 

of primary and secondary students with specially formatted and accessible course materials on a timely basis 

with total respect of copyright.  
 

This main objective of the project will be achieved following these steps: 

 

• evaluate the actual situation in the involved countries, analysing on one side the needs of the 

disabled people and on the other the problems and the concerns arose from these request in the 
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publishing sector, involving key schoolbook publishers and printed disabled people representatives 

in the process; 

 

• define the production process needed to create accessible documents, starting from the achieved 

results of the EUAIN project; 

 

• promote the results as wide as possible in the publishing sector; 

 

• analysis of the content value chain in the education sector (authors, publishers, intermediaries, 

schools, students) to define a set of shared rules to managing rights. 

 

Expected results: 

 

• a set of ISO 9001 compliant Certification guidelines for publishers to create an accessible school 

materials in a standard way. The publishers who will follow these guideline will be appointed with a 

specific process certification; 

 

• a standard license for publishers to be used to manage the relations between the publishers and the 

students, or the schools asking for special formatted materials; 

 

• a set of materials devoted to create awareness in the print disable people environment and in the 

school environment, teachers and educational authorities in particular; 

 

• a standard module for blended training courses for publishers and content providers in order provide 

them with all the information needed both on the technical and legal solutions defined in the project 

itself. 

 

As these results come to the fore, they will be disseminated through similar channels to EUAIN.  

 

5 Conclusion 
 

The EUAIN network has provided some practical training solutions and it is now important to create broader 

awareness on these topics in the content producers market (i.e. publishers, Learning Object producers, digital 

content and software developers) and promote the adoption of collaborative and practical solutions to allow them 

quickly to make available these accessible materials. New projects such as PRO-ACCESS can help to achieve 

these goals. 

 

The coherent and sustainable provision of accessible information cannot be tackled in isolation by individual 

actors in the information provision chain. While examples of good practice are emerging in the production 

sphere and in new collaborative distribution models, a European-wide approach offers far greater potential. In 

particular, a collaborative approach involving content producers and users’ associations allows us to approach 

key aspects like rights clearance, definition of standard formats for exchanging content files, and finally actual 

increase of accessibility. As noted in the recent report produced for WIPO:  

 

“This [EUAIN] is perhaps an example of a way forward more generally and 

work of this nature should perhaps be promoted more widely by governments 

and international agencies. It seems to be in everyone’s interests that a desire to 

build in access from the start is both encouraged and facilitated by ensuring that 

what this requires in practice is widely understood and adopted.”[6] 

 

By focusing closely key issues in this area (rights management, production processes, content value chain, and 

standard information exchange), we can make an important and lasting contribution to the Accessibility For All 

initiative and help to provide the educational building blocks needed to help make consumer needs more explicit 

to the designers of products and services for print impaired people. 
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Abstract 
 

While some file-formats become unreadable after short periods, others remain interpretable over a long-term. 

Among the over 1.000 file-formats, some are better and some are less suited for long-term preservation. A 

standardized process for evaluating the stability of a file-format is described in this paper and its practical use is 

shown with file-formats for 3D-objects. Recommendations to users of 3D-applications are given in the last 

section of this article. Some of the results are used in PROBADO, a sophisticated search engine for non-

traditional objects (such as 3D-documents, music etc.). 

 

Keywords: digital preservation; evaluation metric; file-formats 

 

 

1 Introduction 
 

In file-format registries like PRONOM, filext or MyFileFormat, over 1.000 file formats are registered. Even 

when removing all depreciated formats and even when setting the focus on one type of digital records only, e.g. 

3D-objects, the number of available file formats is big (in this case among others dxf/dwg, iges, 3ds/max, 3dm, 

obj ). While some file-formats depreciate over time, other file-formats are evolving. Formats, which were 

frequently used 10 years ago, are unreadable now as will many today’s formats in ten years. But even slight 

modifications in the representation of digital objects can have major influences on their significance. An 

example would be a computer game with a slightly higher processing speed - it would become many times more 

difficult to play. 

 

When a digital object needs to be available over a long-time period, users face the question, which file-format to 

choose for long-term preservation. Based on the concept of Utility Analysis [12] and on work done by Rauber, 

Strodl and Rauch [11], an evaluation process is described in this paper for analyzing and ranking file formats in 

terms of long-term reliability. 

 

An evaluation of file-formats for 3D-objects is used for showing the process in practice. The remainder of this 

paper is organized as follows: Section 2 provides an overview over related work. In Section 3 the workflow and 

parameters for evaluating file-formats is described. In Section 4 the criteria for evaluating file-formats are shown 

in detail. A practical implementation for 3D-objects shows the feasibility of the described approach in Section 5. 

 

2 Related Work 
 

The work described in this paper is based on three research areas. The first basis is the area of digital 

preservation, where methods and workflows for comparing various preservation alternatives are developed and 

implemented. The second area are already existing initiatives to examine a file format’s preservation risk. The 

third are file-format registries. 

 

In the research area of digital preservation, several processes for evaluating preservation strategies were 

presented in the last couple of years. Among them are the test-bed workflow of the Dutch Preservation Test-bed 

[9] and the Utility Analysis workflow of the Vienna University of Technology [8]. As part of the DELOS 
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Network on Excellence project, these two workflows were combined to the DELOS digital preservation Test-

bed’s workflow [11], which is shown in Figure 1. 

 

 

Figure 1: Overview of DELOS Digital Preservation Test-bed’s workflow [11] 

 

The DELOS workflow consists of three main parts: At the beginning, the requirements of an institution for a 

digital preservation strategy are defined. Here the record set, which is to be preserved, is selected, a list of 

criteria for evaluating the strategies defined and measurable units are assigned to each criterion. In the second 

part the evaluation takes place. After defining alternatives and resources to be tested, an experiment is developed 

and different preservation strategies are applied to the chosen objects. In the third part finally the results are 

examined by aggregating the performance of each alternative for the different criteria. This workflow forms the 

basis for the evaluation of the file-formats. 

 

Another research is methods for evaluating the preservation risk. During the last couple of years two initiatives 

were started to evaluate the preservation risk of a file-format. First the INFORM system of the Online Computer 

Library Center [10]: There the durability of file-formats in a specific environment is evaluated, considering not 

only the reliability of a file-format itself, but also of the opening software, the hardware, of associated 

organizations, the digital archive and migration and derivative-based preservation plans. The main disadvantages 

of this system are, that for the assignment of a risk-factor to one of the six risk-areas, a high level of expertise is 

required for each individual environment. Thus the process needs highly qualified officers and cannot be 

standardized easily. The here proposed workflow suggests an alternative solution to these drawbacks. 

 

A second initiative is the ’Virtual Remote Control’ project of the Cornell University [4]. VRC focuses on the 

preservation of web pages. If the VRC-web-crawler detects a page with dysfunctional hyperlinks, longer 

downtimes or older server-software, the VRC-administrator is notified about the preservation risk of the web 



 File-Formats for Preservation: Evaluating the Long-Term Stability of File-Formats 103 

Proceedings ELPUB2007 Conference on Electronic Publishing – Vienna, Austria – June 2007 
 

page. VRC provides some interesting insights on evaluating the preservation risk, however it is only focusing on 

web pages and the file-format itself plays a minor role. 

 

The last research area on which this paper is based is file-format repositories. Several repositories exist, where 

different aspects of file-formats are stored. The best-known example is the PRONOM-database of the UK 

National Archives. In this archive the following information are stored (among others) about a file-format [7]: 

 

• Name, Version and other Names 

• Identifiers 

• Family, Classification and Orientation 

• Byte Order and Related File-Formats 

• Release date and support end date 

 

A second file-format registry is FILExt. In FILExt [3] the external and internal signatures of a file-format, the 

software programs able to interpret the format, the MIME types, the main producing company, the file-formats 

name and a description is given for each file-format. 

 

Neither of the registries contains a specific measure on the reliability of a file-format. For both the information 

given needs to be interpreted by a file-format expert to evaluate the appropriateness of a format for digital 

preservation. 

 

3 The File-Format Evaluation Process 
 

Based on the workflow shown in Figure 1 a process for evaluating the reliability of file-formats is presented in 

this section. Due to the smaller scope - the DELOS workflow is designed for comparing whole preservation 

strategies including appearance, process characteristics and costs - the here shown process consists of less steps 

than the DELOS workflow. Most of these steps are standardized for all file-formats. 

 

1. Review Requirements: The requirements for a reliable file format are structured in a criteria-tree. The 

criterion focuses on two areas: on technical characteristics and on the integration of the format within 

the marketplace. The criteria tree described in detail in Section 4 is the same for all file-formats in order 

to allow comparability; 

2. Assign measurable categories: The second step is to assign measurable categories to each criterion. A 

metric is defined describing, how to convert the measured numbers into a zero-to-five scale (e.g. 

number of users between 10.000 and 100.000 is equal to ’3’ for the market penetration criterion). These 

conversion tables are described in more detail in Section 4 and are standardized for every evaluation 

run; 

3. Choose alternatives: In this step file-formats are chosen, which are evaluated during a session of the 

workflow. In the here presented work, six file-formats for 3D-objects are evaluated as a proof-of-

concept; 

4. Evaluate file formats and transform values: Based on the seven sub-criteria of the criteria tree and on 

the measurable categories the file-formats are evaluated and a value between zero and five (five is the 

best) is assigned to every criterion of each file-format. These evaluation results do typically not change 

over time and are stored as a basis for the final aggregation; 

5. Set importance factors: After the evaluation, each criterion is ranked with a percentage value according 

to the user’s priorities; the sum of all percentages has to be 100 %. Each user can determine the 

importance of certain criteria for individual circumstances with values from 0 % (is not interesting at 

all) to 100 % (is the only relevant criterion); 

6. Aggregate results: A final value per file-format is found by multiplying the value per criterion with its 

weight and summing these values up. The higher the value, the better a file-format is suited for long-

term preservation. By aggregating the final values of several file-formats or by taking earlier 

evaluations as a reference, a clear ranking can be created. A measure suggested for file-formats is the 

preservation risk, which is calculated by dividing the final value per file-format by the maximum value 

possible (in the here described metric, the maximum possible number is five). This fulfillment 

percentage-value has then to be subtracted from one. The higher the preservation risk, the lower the 

probability of being able to interpret the file-format after a couple of years. 

 

From the above listed steps, the requirement review and the assignment of measurable categories is standardized 

for every evaluation run. When evaluating file-formats, a user has to do the steps three to five for each run; the 

aggregation of results follows again a standardized scheme. 
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4 The File-Format Evaluation Tree 
 

In this section the tree of requirements and the assignment of measurable categories are described. In order to 

compare and evaluate file-formats in terms of long-term reliability, criteria were defined and structured in a 

criteria-tree. The tree is based on a discussion process with the Department for Software Technology, Vienna 

University of Technology, the Austrian National Library, the Austrian Phonogrammarchiv and the Dutch 

Nationaal Archief; it is structuring all criteria, which are seen as important to measure the long-term reliability of 

a file-format. The tree is shown in Figure 2. The tree consists of two branches, the technical and the market 

characteristics.  

 

Figure 2: Criteria-tree for evaluating the long-term reliability of file-formats 

 

The technical characteristics focus on the specification of a file-format. It consists of the following three sub-

criteria: 

 

• Open Specification: Is the specification of the file-format publicly available? 

• Compatibility: Is the file-format supported and maintained by one or several software companies? 

• Standardization: Is the file-format standardized by a recognized standardization agency, such as DIN or 

ISO? 

 

The market characteristics focus on the acceptance and position of the file-format in the market. It is divided into 

the following sub-questions: 

 

• Duration of guarantee: How long does the main producing software company guarantee to repair bugs 

in the interpreting software? 

• Duration of support: How long does the main producing software company supports the interpreting of 

the file-format with its software? 

• Market penetration: How many users are working with the file-format at the current time? 

• Number of independent producers: How many software products exist, which are able to interpret the 

file-format? 

 

In order to transform measurable units into values from zero to five the following transformation tables are 

suggested. The intervals are chosen in a way, which should bring a maximum distinction between typical 

software formats. By targeting the range of values, which typical software formats have, the differences between 

formats can be shown explicitly:  
 

• Open Specification: Yes = 5, Partly available = 3, No = 0 

• Compatibility: Number of software systems compatible with the format: 1 system = 1, 2 systems = 2, 3 

systems = 3, 4 systems = 4, > 4 systems = 5 

• Standardization: Yes = 5, Partly standardized = 3, No = 0 

• Duration of guarantee: 0 years = 0 (no guarantee), > 0 years and <= 1 year = 1, > 1 year and <= 3 years 

= 2, > 3 years and <= 5 years = 3, > 5 years and <= 10 years = 4, > 10 years = 5 

• Duration of support: 0 years = 0 (no support), > 0 years and <= 1 year = 1, > 1 year and <= 3 years = 2, 

> 3 years and <= 5 years = 3, > 5 years and <= 10 years = 4, > 10 years = 5 

• Market penetration: < 100 users = 0, > 100 users and <= 10.000 users = 1, > 10.000 users and <= 

100.000 users = 2, > 100.000 users and <= 1.000.000 users = 3, > 1.000.000 users and <= 10.000.000 

users = 4, > 10.000.000 users = 5 

• Number of independent producers (that support the software): 0 producer = 0, 1 producer = 1, 2 

producers = 2, 3 producers = 3, 4 producers = 4, > 4 producers = 5 
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5 Evaluating Digital Objects for 3D-Data 
 

As a proof-of-concept, file-formats for 3D-objects were evaluated and ranked according to their preservation 

risk. The steps three to six of the evaluation process are described in detail in this section. 

 

The choice of alternatives is the first step, which needs to be done before an evaluation run. The following file-

formats were selected, based on inputs from the PROBADO project [6]: Drawing Exchange Format DXF/DWG, 

Initial Graphics Exchange Specification IGES, 3D Studio 3DS/MAX, 3D Model 3DM and Object OBJ . 

 

Based on publicly available sources, such as Internet queries and producer information, the file-formats were 

evaluated. Please note that the proof-of-concept is primarily done to show the functionality of the evaluation 

process and can not be seen as a final judgement on the performance of every file-format.  

 

Criterion DXF/DWG IGES 3DS/MAX 3DM OBJ 

Open Specification 5 5 3 0 5 

Compatibility 5 5 5 5 5 

Standardization 0 5 0 0 0 

Duration of guarantee 0 0 0 0 0 

Duration of support 0 0 0 0 0 

Market penetration 3 1 5 1 3 

No. of independent producers 1 5 1 1 5 

Table 1: Evaluation results per file-format 

 

Some of the results are exemplarily described in more detail to clarify the evaluation process: 

 

• Duration of guarantee / duration of support: No information was publicly available for these two 

criteria, so these criteria are always evaluated with zero (since all file-formats have the same value here, 

the ranking is not influenced). Data like these are typically given by software companies during sales 

negotiations. 

• Open specification: Open specifications exist for the DXF/DWG [1], IGES [5] and 3DS/MAX [2] file-

format. 3DS only gets three points, since the last found specification is from 1997, although 3DS is still 

under development by Autodesk. 

• Compatibility of IGES: At the time of its creation IGES was compatible with most available software 

products. Meanwhile in PRONOM only one compatible software is listed: Adobe FrameMaker 2002; in 

a web-search additional software products, such as ModelPress Desktop, CrtlView or 3D Shop 

ModelScan are named (see http://www.programurl.com/, Date of Download: 09.03.2007). Additionally 

a conversion tool for Autodesk exists. 

• Standardization of IGES: IGES has been standardized by the Department of Defense and the National 

Institute of Standards and Technology [5]. 

• Market penetration of 3DS MAX: Wikipedia [13] lists 42 software companies, which use the 3DS 

MAX format, among them major producer of computer games and animated movies. 

• No. of independent producers of OBJ: According to Wikipedia, the OBJ file-format has been adopted 

by several software vendors and can be imported and exported to a number of software programs.  

 

As can be seen, the above shown evaluations rely on Internet-sources only. We recommend a detailed 

clarification with software vendors before deciding for one format or another. 

 

 

Rank File-Format Preservation Risk 

1 IGES 40.00 % 

2 OBJ 48.57 % 

3 DXF 60.00 % 

4 3DS 60.00 % 

5 3DM 80.00 % 

Table 2: The final evaluation result 
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After the evaluation step importance factors are set for each criterion. These factors indicate how the end-user 

values certain criteria. In the here shown example, all seven criteria get the same weight – 14.29 %. The 

evaluation results are multiplied with the weight of its criterion and summed up per file-format. By taking the 

percentage value from the maximum possible value (which is five) and by subtracting it from 100, the 

preservation risk can be obtained. The final result is shown in Table 2. The differences between the file-formats 

in terms of preservation risk are significant and IGES is ranked top as a format for long-term preservation. 

 

6 Conclusion 
 

In this paper a methodology for evaluating file-formats in terms of reliability for long-term preservation is 

presented. In the first part the steps of the evaluation process are described in detail. In the second part of the 

paper a proof-of-concept is done for 3D-file-formats to show the functionality and details of the process in 

practice. 

 

After evaluating several file-formats, a file-format list can be created, where all selected formats are ranked 

according to their preservation risk. Such a list could be maintained by a research institution or a library and 

could be continually updated. By including software companies and the open-source community into the 

evaluation process, the evaluation results can on the one hand become more precise and on the other hand 

become a motivation for improving the preservation reliability of file-formats. Additionally such a ranking could 

be added to existing file-format registries, such as PRONOM or the Global Digital Format Repository. 
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Abstract 
 

The principal aim of Project StORe is to provide middleware that will enable bi-directional links between source 

repositories of research data and the output repositories containing research publications derived from these data. 

This two-way link is intended to improve opportunities for information discovery and the curation of valuable 

research output. In immediate terms, it is expected to improve citation rates as a consequence of increasing the 

accessibility of research output. A survey of researchers in seven scientific disciplines was used to identify 

workflows and norms in the use of source and output repositories, with particular attention being paid to the 

existence of common attributes across disciplines, the functional enhancements to repositories considered to be 

desirable and perceived problems in the use of repositories. Cultural issues were also investigated. From the 

results of the survey, a generic technical specification was designed and a pilot environment created based upon 

the UK Data Archive (source repository) and the London School of Economics’ Research Articles Online 

(output repository). A further link to a prototype institutional repository at the University of Essex was used as a 

control mechanism. The StORe middleware was designed using a Web 2.0 approach similar to existing FOAF 

(Friend Of A Friend) services such as Flickr and MySpace, but incorporating a federation of institutional, source 

and output repositories rather than one central area where digital objects are deposited. Researchers can deposit 

digital material in various formats at their institutional repositories until the data and publications are made 

available at linked source and output repositories. An enabling central portal provides an OAI-based aggregator 

service, which harvests the contents of the federation’s repositories and provides a simple search facility. Whilst 

all digital objects are title visible, a key feature of the middleware is the Flickr-like option for regulating access, 

which gives researchers control over who can see objects they have designated ‘non-public’. Using the StORe 

middleware, it will be possible to traverse the research data environment and its outputs by stepping seamlessly 

from within an electronic publication directly to the data upon which its findings were based, or linking instantly 

to all the publications that have resulted from a particular research dataset. It has already been endorsed by 

participating researchers as having the potential for integrating multiple data sets from different publications. 

Following completion of the pilot demonstrator, an independent evaluation undertaken by the National Centre 

for e-Social Science found it effective and easy to use. It may also be said to have broadened the meaning of the 

terms publish and publication. 

 

Keywords: interoperability; research publications; institutional repositories; middleware 

 

 

1 Introduction 
 
Project StORe is an initiative funded by the UK’s Joint Information Systems Committee within its 2005-7 

Digital Repositories Programme.
[1]

 StORe’s principal aim is to attach new value to published research through 

the provision of two-way links between the output repositories that contain research publications and the source 

repositories of original and processed data from which those publications originated. Hence the project name, 

which is an acronym of Source to Output Repositories. This bi-directional linkage is predicted to increase 

opportunities both for information discovery and the curation of valuable research data. Specifically, it will 

provide members of the research community with the means to navigate directly from within an electronic article 

to the source or synthesised data from which the article was derived; conversely, direct access will also be 

provided from source data to the publications associated with those data. Researchers will benefit from this 

linkage through an enhanced capacity to track the use and influence of their published research, as well as to 

engage in the more comprehensive dissemination of research and scholarship, which it is anticipated will 

increase the citation rate for research papers linked to their sources. Scientific researchers involved in the 

development phases of the project have already identified other advantages, such as the ability to conduct a 

reanalysis of source data as new methods emerge, a feature that should lead to improvements in the integrity of 
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published results, whilst the potential for integrating multiple data sets from different publications has been 

perceived as promising time saved and more productive research. 

 

On the subject of reanalysis, an incident reported in Science late last year
[2]

 underwrites the potential value from 

being able to take a critical look at a published paper alongside its data. In a September 2006 paper in Nature, 

Swiss researchers cast serious doubts on a protein structure described in a 2001 Science paper by Geoffrey 

Chang's pioneering group at the Scripps Research Institute, San Diego. Upon investigation, Chang found that his 

homemade data-analysis program had inverted the electron-density map from which he had derived the final 

protein structure. Consequently, Chang and his colleagues had to retract three Science papers and report that two 

papers in other journals also contained erroneous structures. If his original paper and its data had been published 

together perhaps this mistake would have been discovered earlier.  

 

Having referred here to the dual publication of a paper with its data opens up a more controversial realm than is 

first suggested by the design of a piece of functional middleware, since one may speculate that the provision of a 

mechanism for accessing not just electronic publications but also their underlying data raises fresh questions 

about the nature and meaning of the terms scholarly or scientific publishing. Reflecting on the open access 

publishing and repository movements, one detects a strong current of opinion that making data available does not 

constitute publication, which benign strategy contributes of course to the avoidance of unhelpful quarrels with 

publishers; but greater flexibility of interpretation and less defensiveness would be both appropriate and 

defensible, since the publication of scholarly papers and the dissemination of data are necessarily distinct acts, 

each being defined by their particular purpose. Any set of data selected specifically for inclusion in, or as the 

basis for a scientific paper is chosen with the principal purpose of helping to persuade the reader to accept a 

hypothesis or theory as proven, and its value is gauged by the degree to which it supports the effectiveness of the 

set piece of rhetoric that is the paper. The larger collection of data from a research programme, possibly archived 

in a source repository, does not serve that same purpose of persuasion. Indeed, it may be argued that by making 

this broader cache of data accessible via a link from a scientific paper to its source repository could even subvert 

the arguments in the paper, should there be weaknesses in the data or the research, although from a different 

perspective this does strengthen the case for the bi-directional link as a mechanism for ensuring the integrity of 

the source data. So whether making data from a source repository publicly available is an act of dissemination or 

publication, the answer is probably irrelevant. What is more to the point is the impact from enabling dual 

accessibility.  

 

The impetus for Project StORe came from a belief held by members of the research library community that an 

achievable set of functional enhancements to both source and output repositories could be identified and built, on 

a generic basis, as a piece of middleware, and that this might be approached in a manner similar to the way in 

which digital library technologies have produced generic tools in other heterogeneous environments, such as 

‘metasearch’ interfaces to publisher and local databases, metadata harvesters and link resolvers. These tools are 

based upon recent digital library protocols and standards such as OAI-PMH,
[3]

 qualified Dublin Core
[4]

 and 

OpenURL.
[5]

 Project StORe was therefore conceived as a vehicle for undertaking the essential groundwork 

preparatory to building a production system solution that would meet the requirements for permitting useful 

interoperation between the two repository types, and it would be undertaken using the systems, standards and 

metadata protocols developed and used in other JISC projects, where appropriate, to ensure the widest possible 

interoperability. Its rationale would be that of a proof of concept, but from the start there was a firm aspiration to 

deliver an authentic pilot infrastructure capable of translation across multiple disciplines. 

 

2 Methodology 
 
In the first phase of the project a survey of researchers was conducted across seven scientific disciplines in the 

UK to understand their workflows and working philosophies, as well as to identify norms in the use of source 

and output repositories. The disciplines investigated were archaeology, astronomy, biochemistry, the 

biosciences, chemistry, physics and social sciences. The astronomy survey had a broader base, including 

members of the astronomy research community in the USA, in recognition of the internationally collaborative 

work undertaken by astronomy research teams at Edinburgh and Johns Hopkins universities and the discipline’s 

separate Mellon-funded analysis of repositories and applications. The survey, which was carried out over four 

months in 2006, first through an online questionnaire and subsequently by one-to-one interviews, addressed such 

issues as the existence of common attributes across disciplines (in terms of the data formats employed, the 

quality and method of metadata assignment, and the volume of data produced), the functional enhancements to 

repositories that were considered to be desirable, and the nature of problems experienced in the use of 

repositories. Cultural and organisational issues were also investigated, ranging from attitudes towards the 

concept of open access publishing to the measures employed for sharing and protecting data. Invitations to 
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participate in the online questionnaire were sent to 3,700 scientific researchers and produced a return in excess of 

10%, whilst the in-depth interviews were held with between 10 and 15 respondents per discipline, selected to 

ensure an equitable representation from all stages of the academic/research career path. Each individual 

discipline survey produced a published study that described the source and output repositories used by members 

of that discipline, including a brief history and statistical information on their use, with a detailed analysis of 

responses to the questionnaire and the structured interviews. These reports, which have been archived in the 

Edinburgh Research Archive (ERA), also incorporate scenarios and use cases.
[6]

  

 

Project partners at university libraries identified staff to undertake the discipline surveys, with a view to 

exploiting their knowledge and the effectiveness of their relationships with researchers ‘on the ground’. The 

libraries responsible for the survey work and the disciplines they surveyed are shown in Table 1. 

 
Surveying University Library Subject 

Edinburgh (lead) / Johns Hopkins Astronomy 

Birmingham Physics 

Imperial College Chemistry 

London School of Economics Social Sciences 

Manchester Biosciences 

University College London Biochemistry 

York (for the White Rose Partnership) Archaeology 

Table 1: Project partners & survey disciplines 

 
Whilst it was important to the design of a relevant and appropriate solution that actual research working practices 

and environments would be identified and understood, the survey team’s principal role was to address the 

requirements for new functionality within source and output repositories that would permit interoperability from 

the point of ingest, so that authors of papers could insert links to data and to published/unpublished papers, 

associating newly deposited publications with data held in data repositories. It was anticipated that a number of 

new operations could be supported within the two types of repository, both for academic submitters and for 

repository users, including automatic link creation, automatic embedding of source repository metadata, and a 

facility to run operations upon data. The desirability of these features was explored in depth during the 

interviews. 

 

Upon completion of the survey, a business analysis of the survey reports was undertaken by staff at the UK Data 

Archive (UKDA).
[7]

 This analysis was used as the foundation for a generic technical specification of the 

proposed bi-directional link, with the aim of translating real requests for ‘missing’ functionality into a structured 

technical architecture. The assumptions and deductions made in the business analysis were then tested with 

research active staff at the University of Essex and with library professionals from the London School of 

Economics (LSE), leading to further refinements to the specification. 

 

In the final phase of this development process, the generic technical specification has provided the platform for 

the pilot implementation of a working bi-directional link. This has featured social sciences data and publications 

exclusively, using the UKDA as the source repository and the LSE’s Research Articles Online as the test output 

repository, augmented by a further link to a prototype institutional repository at the University of Essex, which 

served as a control mechanism. It should be emphasised that limiting the pilot to only one of the original seven 

disciplines has been necessary to meet the logistical constraints of a test environment, but in building that 

environment the full set of requirements established by the survey of seven disciplines has been incorporated 

with a view to proving the middleware as a generic, non-discipline specific tool. 

 

Throughout, the rationale of Project StORe has been to anchor technical and user aspirations to the pursuit of 

practical benefits. During the pilot implementation, a critical element of the process has been user testing, 

involving members of the original cohort who responded to the survey, and at its conclusion the pilot 

demonstrator has been subject to a rigorous, independent evaluation by the National Centre for e-Social 

Science,
[8]

 which has depended for its legitimacy upon user participation in a series of workshops.
[9]

  

 

3 Survey and Analysis 
 
A majority (85%) of respondents to the StORe survey judged the provision of a bi-directional link as likely to 

prove advantageous to the research process, with a small preference overall for an output to source link. Key 

benefits were described as an opportunity to access the large data sets it is not possible to reproduce in an article; 
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and more specifically, an output to source connection would enable the comparison of results, thereby providing 

the means to authenticate claims made, which was deemed to be of particular value where claims are considered 

controversial.  

 

By selecting from prepared lists, respondents were asked to identify the data types and their formats that might 

be generated during research, with the range of data types given in the lists appearing to satisfy the majority as 

being representative, and with no data type receiving a nil response. A further 32 Other types were also declared 

but were found to describe either a sub-type of items from the lists, the name of experimental equipment or 

process-specific data sets. Nonetheless, across and within the seven disciplines, the volume, range and diversity 

of data produced was confirmed as considerable. Whilst generic types such as drawings, plots, images and text-

based files scored highly, each showing in excess of 150 responses, noteworthy scores were attributed to more 

specialised types such as radiographic data (11), remote sensing surveys (15) and gene/protein sequences (42). 

 

In terms of data format, image files, spreadsheets and word processed files comprised the majority, with around 

200 responses each. In the next tier, plain text, database files, portable document format and tables/catalogues all 

scored more than 100 responses. Of the 76 Other formats volunteered by respondents, those that were not 

species from the main selection list tended to be proprietary and linked to specific discipline processes or 

equipment. Of greater significance to the design and maintenance of links from publications to their source data 

is that almost three quarters of the survey’s respondents were found to generate and use complex data sets (i.e. 

data produced and held in combinations of data formats and files). 

 

All of the seven disciplines identified barriers to the deposit of data or publications in repositories, citing time 

constraints, the bureaucracy imposed by repository administration and structures, or constraints arising from 

their own or others’ intellectual property rights. A perceived inconsistency across all repositories was also 

reported in terms of content coverage and in the standards and methods used for keywords, metadata and data 

formats. It was in this latter area that the most powerful consensus was found amongst the survey cohort, with 

the appropriate assignment of metadata being roundly acknowledged as critical and demanding, both 

intellectually and in the time required to do it well. Perversely, this consensus on the need for good metadata did 

not necessarily translate into good practice, there being a high level of self-assignment and with limited evidence 

that standard schema or thesauri were being employed. Perceived responsibilities for metadata assignment are 

illustrated by the following table from the StORe questionnaire. 

 

I decide which terms to use and I assign them  212 

Research colleagues assign metadata on the team's behalf  55 

Research support staff assign metadata on the team's behalf  22 

Metadata are assigned by library/information services staff  4 

Metadata are assigned by the repository administrators  37 

Metadata are generated automatically  63 

It is not known who assigns metadata  68 

Other (please specify)  37 

Table 2: The Assignment of Metadata to Research Data 

 

In order to establish whether there is a core set of metadata that might satisfy the needs of researchers in the 

seven disciplines, respondents were invited to identify key terms from a predefined list and to suggest their 

additional requirements. A large majority subscribed to the list as representing a functional generic suite of 

metadata, selecting such terms as project title, description and reference numbers, together with keywords, 

project and publication dates and format. Only 58 Other terms were suggested, and these were found to be 

highly discipline specific (e.g. archaeological period, celestial object, position and observation date, chemical 

entity, protein sequence). 

 

As shown in Table 2, the subject of metadata provision revealed a broad spectrum of awareness and response 

amongst the survey cohort that was sustained when they were asked to indicate the point at which metadata are 

assigned. Assignment ‘during file saving’ attracted the highest score of 142, but there was insufficient evidence 

to deduce whether such a practice represented a properly structured activity or merely the casualty of 

afterthought. More reassuring were responses to the options ‘Prior to data creation’ (82), ‘As part of the indexing 
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process’ (98) and ‘When submitting data to the repository’ (89). Of some concern were the 35 respondents to 

this question who believed no metadata were being assigned to their research output, with a further 75 admitting 

they were not sure at which stage metadata are assigned. 

 

The disjunction between aspiration and practice in the assignment of metadata is perhaps explained by tensions 

between the prevailing research culture and embedded attitudes towards the support services. It was made clear 

during the StORe survey that researchers from all disciplines favoured self-reliance in matters associated with 

data management and the use of repositories, as opposed to the provision of institutional support from the library 

or other areas of professional expertise. The inherent culture of self-sufficiency within research groups or 

programmes, where normal practice is to manage all aspects of the research lifecycle internally, was evident 

from statements submitted during the StORe survey. Whilst this culture has given rise to the development of 

some highly effective data repositories focused on serving specific disciplines, the general effectiveness of a 

self-sufficient approach to accessing, organising, promulgating and curating data was not demonstrated across 

the scientific research spectrum. 

 

National and international strategies for data deposit and preservation are of course already emerging. One can 

point, for example, to the Wellcome Trust’s flagship initiative to mandate the deposit of research publications in 

the biosciences, which mandate is anticipated will extend to the deposit of data; or to the astronomy 

community’s Virtual Observatory, an initiative to make all the astronomy data in the world easy to access.
[10]

 

They are not isolated examples, but when one considers the research milieu as a whole their considerable 

progress was found not to be typical. At the level of the individual researcher, whether asked about metadata 

assignment in particular or data management in general, responses such as “it’s my problem, I’ll deal with it” 

were commonplace. Whilst libraries have conducted advocacy campaigns on behalf of open access publishing 

and repositories, in some cases providing technical expertise to support the use of repositories, researchers 

canvassed by the StORe survey in most cases perceived there was no support available, they had little 

confidence in what support was known to be provided, and they claimed sufficient familiarity with information 

technology to consider themselves self-reliant. Yet at the same time as declaring they would not normally 

associate the management of research data with librarians, and evincing little apparent demand for assistance in 

seeking and navigating information, there was evidence of a clear requirement for information intermediaries to 

assist not only in the construction and maintenance of metadata but also in the preservation and curation of data. 

This dichotomy was reflected in a further aspect of the survey, which concerned researchers’ attitudes towards 

making data available, and would prove a singular force in the design of the StORe middleware. 

 

With few exceptions, respondents to the survey supported the statement that it should be a requirement for data 

from publicly funded research to be made freely available, but generally with the caveat that access should be 

restricted until results are published in a paper, in order to prevent data scavenging. Others noted that whilst this 

might be a creditable aspiration, without a data administrator it represented a potentially large burden from 

editing, compiling and sanctioning the release of data. In fact, both the provision of access and the sharing of 

data were found to be constrained by a lack of confidence in processes, and it was difficult to conclude whether 

some practices were deliberately designed to frustrate accessibility. For example, the storage of unique and 

original research on PCs and laptops was found to be common practice, and the failure to take a more relaxed 

approach to access was influenced by a perceived absence of adequate protection in networked systems. As one 

respondent described his data management regime: “data is held on secured CDs in encrypted format with only 

an identifying code. The codebook is kept physically separate”. 

 

The StORe survey revealed a range of diversity in practice and attitude, both within and between the seven 

disciplines, but with a consistently firm body of consensus when it came to explaining fundamental needs. When 

searching for information, a universal preference for simple keyword searching was declared and browsing 

amongst library shelves appears to have been replaced by browsing within repositories and other online 

resources. This practice is of course only effective when enabled by the functional efficacy of application and 

metadata structures, designed by system and data experts to meet the clamour for a ‘Google-type’ approach to 

searching. 

 

4 The Generic Model 
 

The business analysis that followed the StORe survey revealed sufficient shared ground between the disciplines 

to suggest the basis for a common model. To recap, an examination of the discipline-specific reports produced a 

majority in every discipline favouring two-way links between data repositories and publications, but with 

barriers to the actual deposit of data or publications found to be a consequence of time constraints, organisational 

bureaucracy or concerns over intellectual property rights, although the concept of data sharing was considered 



112 Pryor, Graham 

Proceedings ELPUB2007 Conference on Electronic Publishing – Vienna, Austria – June 2007 

fundamental and important. A perceived inconsistency across all repositories in terms of coverage, standards and 

data formats was reported, with a simple ‘Google type’ approach to searching being preferred. Researchers from 

all disciplines also seemed to exhibit self-reliance in matters of data management and in the use of repositories, 

whilst recognising the need for assistance in the provision of some common minimum metadata. 

 

Taking this level of consensus, the design of the model for a bi-directional link has adopted a Web 2.0 type 

approach, similar to existing FOAF (Friend Of A Friend) services such as Flickr or MySpace, but incorporating a 

federation of institutional, source and output repositories rather than one central area where digital objects are 

deposited. Articulation of a Web 2.0 rationale for the middleware has been a deliberate decision aimed at 

meeting cultural aspirations for self-determination and those individual anxieties concerning data ownership that 

were revealed during the survey, since it places control firmly in the hands of the researchers. In this model, 

objects deposited in federated repositories would be referenced by persistent identifiers that include domain 

identifiers, with researchers depositing digital material in various formats at their institutional repositories until 

the data and publications are ready to be made publicly available at linked source and output repositories. This 

focus on the institutional repository environment is predicted to have further value in providing a context for 

future implementations of asset-based research data repositories, in cases where global services from established 

discipline platforms such as astronomy’s Virtual Observatory or the social sciences’ UKDA are not provided, 

and discipline needs could be met instead by a regime of institutional data curation. 

 

What may be described as the central StORe portal has been designed as an OAI-based aggregator service that 

will harvest the contents of a federation’s repositories and provide a simple search facility based on centralised 

indexes. This basic level of searching can be enhanced for individual disciplines by the inclusion of domain 

ontologies, reflecting the need highlighted in the survey to enable discipline-specific terminology. All digital 

objects will be title visible to all, but researchers can restrict access to non-public objects to communities of 

project-specific colleagues, institutional colleagues, personal colleagues, or all of these. This is similar to the 

option for restricting access to family and/or friends in Flickr, in order to bar public access to private 

photographs, and is again a direct attempt to satisfy the demands of researchers to remain in command of their 

data. 

 

Access management has proved to be a defining feature of the StORe middleware. Some data repositories are 

open to all enquirers, while others are password-protected, and in a scenario where users of open access research 

publications wish to view data in repositories to which access is normally controlled, a validation process will be 

required in order to allow temporary access rights. In this context we have investigated the authentication and 

authorisation issues involved with reference to the developing international work on Shibboleth, a federation-

based architecture that enables organisations to build single sign-on environments for accessing Web-based 

resources.
[11]

 Whilst it is not yet in place, it is planned that a production version of the central StORe portal will 

authenticate through Shibboleth, using a simple deposit interface to request the minimum amount of mandatory 

metadata for each object, identify the group or individual to which it is accessible and check whether it is a 

candidate for public submission. Until Shibboleth is adopted, we are applying a dummy Shibboleth mechanism 

for allocating user names and passwords. This will trigger an automatic process for setting up user accounts 

when legitimate users log in for the first time. 

 

The minimum metadata required for any individual item is a title, provided the item is being associated with 

project data in a repository already assigned the metadata elements author, title, geography, time, keywords and 

abstract. The digital object will be deposited in the researcher’s institutional repository, whilst the metadata and 

access conditions will be stored centrally; in turn, the search indexes will be built up from the centrally held 

metadata and harvesting from the objects themselves. This harvesting can also be used in the creation of the 

discipline-specific ontologies needed to satisfy metadata requirements that are not met by the generic core. Both 

source and output repositories in the federation will regularly trawl for potential acquisitions and, if a publication 

or data are accepted, the repository will supply a public link to a peer-reviewed version of the publication or to 

the data. 

 

Hence, the generic model planned to be tested by the pilot demonstrator combines informal networking and 

sharing of data with a public access system that supports stronger links between data sources and publications. A 

user entering a StORe generic portal would log in to authenticate and the system will respond by determining 

his/her organisation, recorded preferences and known colleagues. Options would then be made available to 

browse any new activity of colleagues; to browse any objects available to the user (i.e. the user’s own and other 

colleagues’ objects); to search all discipline-specific or all repository-specific objects, with a further option to 

filter on a temporal basis; to deposit an object; to create a new project; to make an object available to another 

user; to request that an object be made available; to submit an object to an output repository for publication; to 
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submit an object to a source repository for preservation; to download a repository object; and to edit, delete, 

organise or manage the user’s own objects. 

 

It was clear from the outset that the success of this model would be determined by three factors. Researcher 

acceptance of Web 2.0 technologies was essential, and we have been actively encouraged here by the younger 

members of the user testing cohort who already work routinely within that environment. Persuading researchers 

to use a third party portal for deposit into their local institutional repository was also acknowledged to be 

challenging, whilst the third and possibly most difficult obstacle lay in the resolution of potential security and 

policy objections to sharing sensitive data across institutions. Eventually, it was decided that these barriers could 

be broken down in a stage by stage approach that would embed a federation in the established publishing process 

and restrict the sharing of non-public data to institutional colleagues. A demonstration of simplicity would be the 

key to stage one, with the objects stored required to be identifiable only by title, discipline, project, file type and 

format, employing minimum Dublin Core metadata elements. In the second stage, each individual institutional 

repository would act as a portal to itself and all the domain specific source and output repositories in its 

federation, thereby preserving familiarity of the working environment but allowing the addition of Web 2.0 and 

FOAF features. Only at stage three would the concept of a StORe subject or domain portal be openly introduced 

to the discipline-specific elements of the federated repositories. Here, one solution to security concerns would be 

the temporary copying of protected objects to the portal for download within a prescribed period. 

 

Looking beyond the pilot environment, this approach offers wider coverage, more choice of source and output 

repositories and more scope for Web 2.0 service features. There could even be a common interface for deposit to 

individual institutional repositories, and it was envisaged that listing of forthcoming conferences, wikis, and 

other networking facilities might encourage use. The final stage would see the full generic solution implemented, 

comprising the entire federated institutional, source and output repositories that have adopted the approach 

outlined in stage one. This solution is well placed to encourage cross-disciplinary research, a key driver in the 

modern research environment, although metadata mappings will have to be employed and even more additional 

features devised to encourage the use of such a universal portal. 

 

5 A Passage Through Project Store 
 

StORe’s pilot demonstrator was built for a test federation using the UKDA as source repository and the LSE’s 

Research Articles Online as the output repository, complemented by a prototype institutional repository at the 

University of Essex.
[12]

 Options for linking to a commercial publisher had also been explored but were 

considered logistically too ambitious for a pilot implementation. The pilot was designed and implemented 

between November 2006 and April 2007, and what follows is an abridged system walkthrough showing how 

items (data and publications) are managed.
[13]

 This description is of a standalone system, but in a live working 

environment access could be initiated within an electronic article in an output repository or from a source 

repository having an association with the federation. 

 

In the pilot, as in a working system, it is possible for an unregistered user to search or browse across all or 

specific research collections in the federation, but any titles marked as private will not function as a hyperlink to 

their content. Collection metadata can, however, be seen via a View Collection link. If the research project from 

which the target collection was generated involved the secondary analysis of existing data, a link to the 

underlying data will already exist, and will take the user to the relevant Web page of the supporting source 

repository. If the collection owner has agreed, then a further link will appear, allowing users to send an email 

requesting additional details or to be granted access to items in the collection. 
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Figure 1: View Collection Metadata Screen 

 

Registered users logging in to the pilot federation can view the content of all items in their public and private 

solely-owned collections. They can also see those items in public collaborative collections with the UKDA or 

Research Articles Online where they are a contributor, and may view public or private collaborative collections 

made with project colleagues or ‘friends’, where they are identified as either contributor or administrator. 

Collaborative collections are linked via a unique LinkID. In the example below, the user (identified as Forum) is 

a member of a private collaborative collection created by another researcher in order to share documents with 

Forum. Each collaborative collection is distinguished as a collection type, either source/archive, output/publisher 

or user/researcher. The logged-in and authenticated user has access to full functionality and can create private or 

public, solely-owned or collaborative collections, including an option to allocate other registered users to a 

collaboration. 

  

 

Figure 2: Collaborative Collections 

 

Figure 5, overleaf, shows how the process of adding metadata to a publication has been kept simple. At 

collection level, apart from the collection name and description, only subject terms and the type of research and 

study (if secondary research) are mandatory. All other Dublin core fields are optional. The subject terms can be 

directly typed into the box or chosen from a list of tags displayed at the right-hand side of the page. The type of 

research is selected from a drop-down menu (Figure 3),  

 

 

Figure 3: Allocating Research Type 
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and a study number corresponding to the number assigned to the corresponding data within the source repository 

is chosen from a further drop-down list (Figure 4). 

 

                           

Figure 4: Selecting The Study Number 

 

The study number then becomes a link to the appropriate page within the repository’s web site. 

 

 

 

Figure 5: Assignment of Metadata  

 

Moving a data item to the UKDA collaborative collection is a two-tier process. First, the data’s identity is 

verified (which will enable publications based on this data to be moved and approved in Research Articles 

Online) and, where required, an embargo can be set by the data owner. Once verified, an acquisition number is 

assigned to the data item in the UKDA collaborative collection, which as already intimated will subsequently be 

assigned to any associated publications moved to a Research Articles Online collaborative collection. Upon 

approval by the UKDA this acquisition number is replaced by the actual research study number, which will 

function as a link to the data from its publications in Research Articles Online. 

 

In StORe, individual items or folders are added to a collection either singly or bundled. Only the provision of an 

additional title and file name (or URL) is required, since each item adopts all the metadata associated with the 

Unique link 
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collection itself. Files in different formats (Word or PDF documents, URLs, image files, etc.) are associated to 

an item or folder, and the Dublin Core fields may be edited if required to produce a more specific metadata 

record. When a scientific paper ready for publication is moved from a researcher’s institutional repository into a 

collaborative collection owned by Research Articles Online, all the metadata associated with it moves as well. 

Simultaneously, the middleware automatically assigns a metadata term to identify the collection of origin, and 

confirms that corresponding data exists in the UKDA collaborative collection. It also provides functionality 

enabling the addition of further files or URLs to the item, or to add additional metadata. 

 

6 Conclusions 
 

The StORe pilot has demonstrated the feasibility of a bi-directional link within the specific context of a single 

discipline. However, despite the level of consensus identified by the survey, discipline variations would need to 

be managed during export of the StORe model across other domains. Individual institutional repositories will 

also contain different file types and formats, and will apply different metadata standards. For certain disciplines 

data interpretation, manipulation and methodology are as, if not more significant than access to the raw data, and 

although a simple search might cross disciplines, more advanced discipline-specific searches would be more in 

demand, with the resulting hit lists, relevance ranking and sorting being different for each discipline. 

Consequently, both subject and global portals will require different Web 2.0 features for each discipline. 

 

Recognising the key preferences and practices of researchers interviewed during the StORe survey, the solution 

developed showed that traditional practices for the informal networking and sharing of data could be combined 

with a public access system supporting stronger links between data sources and publications. The StORe solution 

gives researchers the means to manage a level of privacy and access defined by themselves, countering 

expressions of apprehension towards full open access, which some saw as a threat to data ownership. It also 

offers a simple Google type search, preferred amongst the majority of those surveyed, and viewed by many as an 

effective tool for replacing the option of browsing amongst shelves in a library, although Boolean operators and 

wildcard functionality are made available for more advanced searches. Using the StORe middleware, researchers 

can move seamlessly around the research data environment and its outputs, stepping from within an electronic 

publication directly to the data upon which its findings were based, or linking instantly to all the publications that 

have resulted from a particular research dataset. By intrinsically connecting the process of publishing scientific 

papers with the provision of their underlying data, StORe has also broadened the connotation of the terms 

publish and publication. 
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Abstract 
 

Two international scientific publishers collaborated to develop an Online Submission and Peer Review System 

(OSPREY) for their journals. Our goals were to meet market demand, increase editorial efficiency and 

streamline the transition from peer review to publishing. One of the publishers (National Research Council 

(NRC) Research Press, Canada) had previously purchased a third-party system that was subsequently 

discontinued by the vendor. Because of this experience and its complex requirements, we decided to build rather 

than buy a new system. The collaboration with the second publisher, Commonwealth Scientific and Industrial 

Research Organisation (CSIRO) Publishing, Australia, allowed sharing of resources within a common vision and 

goals. Agile development through the use of iterations allowed us to continuously add functionality, make 

improvements and incorporate new requirements. The development team included technical staff as well as 

stakeholders, future users, business analysts and project managers. The architecture chosen was based on open 

source technologies, with Java servlets and Java Server Pages for the Web interface. OSPREY currently supports 

32 journals at the two publishers. Users accomplish all regular tasks in peer review (submission, selection and 

invitation of reviewers, submission of review, recommendations and decision) through the software. Editorial 

staff verifies submissions, sends correspondence and assigns customizable roles and tasks. All tasks are 

accomplished through a Web browser accessing the application on central servers at the publisher, with no 

special software or configuration required for any users. Currently, the system integrates with the publishing 

system by generating manuscript metadata in an XML format, although closer integration with a workflow 

management system is planned. Since OSPREY implementation, the number of submissions has risen, although 

marketing and higher ranking of the journals are also factors. For the future, we plan to add new functionality for 

business tasks and for parsing, tagging and linking of article references. 

 

Keywords: on-line peer review; open source technologies; software architecture; workflow transition 

 

 

1 Introduction 
 

Our Online Submission and Peer Review System (OSPREY) is a web-based manuscript submission and peer 

review system used by scholarly publishers and societies to automate and streamline the publication process. It 

supports the submission of articles and the subsequent peer review process within a configurable automated 

electronic environment.  

 

Communication with authors, reviewers and editors is handled by e-mail using customizable templates within 

the system. This is one of many features customizable by publisher or journal; others include copyright and 

reviewer forms and branding. Authors can upload a single file or multiple files consisting of many file types, and 

an Adobe Portable Document Format (PDF) file is created immediately. Metadata of accepted manuscripts in an 

XML format is integrated into the publishing system, however; some manual intervention is still required. 

 

OSPREY is developed and maintained in collaboration between two leading Canadian and Australian scientific 

publishers. These are Commonwealth Scientific and Industrial Research Organisation (CSIRO) Publishing, 

Australia, and National Research Council (NRC) Research Press, part of the Canada Institute for Scientific and 

Technical Information (CISTI).  

 

The objectives were to meet market demands, reduce turnaround times, increase efficiency within the editorial 

offices and to streamline the transition between peer review and publishing. 
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1.1 Background 
 

Publishing 

CISTI is a science library and a world leader in document delivery for all areas of science, technology, 

engineering and medicine. CISTI’s publishing arm, NRC Research Press, has been a traditional publisher since 

1929 and currently publishes 16 international print and online STM journals. With its resources and expertise in 

place, NRC Research Press began offering its print and electronic publishing services to other Canadian 

publishers in the late 1990s; as a result, NRC Research Press also publishes 15 client journals. 

 

CSIRO Publishing operates as an independent science and technology publisher with a global reputation for 

quality products and services. Its internationally recognized publishing programme covers a wide range of 

scientific disciplines, including agriculture, plant and animal sciences, and environmental management. CSIRO 

Publishing publishes content in print and online. CSIRO Publishing is an autonomous business unit within 

CSIRO.  

 

NRC Research Press moved into the electronic publishing world by first publishing content in PDF format on 

the Web for its subscribers in 1996 and later implementing a process to generate SGML metadata for searching, 

distribution to aggregators and dynamic generation of table of contents and abstract HTML pages on the Internet. 

NRC Research Press has since implemented an XML publishing system (Fig. 1) in which content is tagged 

according to a very rich custom Document type Definition (DTD) and published in print, PDF and HTML 

formats. 

 

Source Files File System

Graphics

XML Tagging

Create Ouputs

Full Text HTML
Final XML/

Searching

PDF, PostScript,

Print

Metadata (SGML/

XML)

 

Figure 1: NRC Research Press Publishing Process 

 

Transition to Electronic Peer Review 

Traditionally, the submission of manuscripts, the peer review process and the management of the editorial 

process were paper-based and manual. Authors, reviewers and the journal offices would rely on mail, fax and 

courier services to deliver manuscripts, reviews and decisions throughout the workflow. Gradually the journal 

offices moved toward using e-mail for quicker transmission of manuscripts. 

 

In early 2000, NRC Research Press purchased its first online submission and peer review system (PaperPath 

2000). This new technology would help bridge the gap in the digital world between the peer review process and 

publication. It allowed authors and reviewers to submit manuscripts and reviews using a web browser and 

editorial offices to manage the workflow using third-party client software installed on their desktops. PaperPath 

2000 was implemented in 15 journal offices over a 10-month period. In late fall of 2001 the vendor discontinued 

PaperPath 2000, leaving NRC Research Press with an unsupported product.  
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NRC Research Press supported PaperPath 2000 for another year and then began its search for a new online peer 

review system. Many Commercial-Off-The-Shelf (COTS) or licensed products were evolving, however; they did 

not adequately support a single sign-on, our diverse editorial workflows or our need for a multi-language 

(English and French) user interface with the potential to expand to other languages. There are many other factors 

to take into account when deciding whether to purchase or build, after evaluating each option, a decision was 

made to build in-house. Factors in making the decision were: 

 

• available features in COTS or licensed product 

• associated costs (one-time costs and maintenance and support) 

• our diverse editorial workflows 

• requirement for an English and French interface 

• CISTI’s technical skills and infrastructure 

• storage of confidential data off site 

• accessibility to data for customer relationship management 

• integration to publishing and subscription management systems 

• past experiences with the purchase and implementation of its previous online peer review application 

 

Given the factors listed above we determined that the best approach was to leverage our internal capabilties and 

ensure our continued access to the source code and systems. 

 

A significant effort was put into developing a solution that would ensure ease of use, minimal overhead and 

support costs, flexibility, scalability and future growth of features. The system was developed to current 

standards, using Java and XML for the application and Oracle as its database engine. The system architecture 

uses a component-based design methodology that enables flexibility and the potential for growth. It supports 

loose coupling and high cohesion, not only from a functional point of view, but also in the underlying data 

architecture. 

 

2 Methodology 
 

2.1 Collaboration  
 

A key benefit to a collaborative approach is the ability to share resources (i.e. people and money) and to gather a 

broader set of requirements. Our experiences have shown us that identifying the roles and responsibilities, 

following sound project management principles and effectively communicating among team members, users and 

stakeholders are critical for success.  

 

The two organizations shared a common vision, priorities and goals, helping us to develop ways to work 

collectively and to communicate effectively. Working together enabled us to draw on the skills and experiences 

of two scientific publishers. The stakeholders were instrumental in giving the project the priority and support 

required to develop OSPREY. 

 

2.2       Development Approach 
 

The international collaboration required rapid response to requests and iterations in the development of the user 

interface. For these reasons, an agile development methodology was chosen [1]. Iterations, which included use 

cases, analysis, design, implementation and tests, were 6 weeks long. That meant that both sides of the 

partnership could see new working functionality frequently. This approach made it possible to continuously add 

new functionality and make improvements. Each iteration could deliver minimal functionality. As new 

requirements were uncovered, a new iteration would replace the previous one. 

 

Although each organization would install and support OSPREY, the technical development was completed at 

CISTI by two developers. An infrastructure was put in place to manage concurrent versions of source files and a 

centralized build function of the application. 

 

The technical project team consisted of two developers, a system administrator, a database administrator and an 

application architect from CISTI. Representatives from CISTI and CSIRO rounded out the team and included 

stakeholders, users, business analysts and project managers. 
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2.3 OSPREY Architecture 
 

There were several options available to deliver a web-based application to clients: Java Applets, Visual Basic, or 

server-side solutions such as Perl, ColdFusion, ASP or Java Servlets. CISTI’s previous implementation of 

PaperPath 2000 required specific client-side software and hardware which added an additional burden to our 

technical support team. It was determined early in the project that the best means to meet the objectives was to 

implement a web-based application, requiring only a standard web browser as the client interface and no 

additional software on the client side. A Windows platform was chosen for development, however; the 

application could be ported to a Linux environment if required. 

 

2.3.1 Open Source Technologies 

 

Java, which is platform independent, was used as the programming language. The web interface was 

implemented with Java servlets and Java Server Pages (JSP), allowing loose coupling with the client-side.[2] 

CISTI had previously demonstrated the power of these technologies through the development of other succesful 

web applications. The Model View Controller (MVC) design pattern was selected to facilitate rapid 

development, ease of presentation and consistent application behaviour. MVC is useful in achieving a separation 

of the business logic, the system control and presentation layer of the application. 

 

The Data Access Object (DAO) pattern is used to allow abstract Enterprise Information System (EIS) 

independent data access.[3] The OSPREY DAO implementation was designed in the simplest form to allow for 

maximum speed of development and minimal knowledge to maintain. Consideration was taken to ensure the 

basic structure of the DAO framework would allow it to be easily extended in future and allow even greater 

flexibility in selecting DataSources. 

 

Tomcat is used to serve dynamic servlet and JSP pages, while Apache is the web server, serving HTML pages to 

the user. Using Tomcat for development helped to ensure that the code would be portable and would not use 

proprietary packages, libraries and classes that are not otherwise available. It has the further advantage of 

integrating relatively seamlessly with the Apache web server and being open source. 

 

OSPREY was designed to allow a single user to be logged into multiple journals or multiple instances of the 

same journal from the same HttpSession.[4] This design challenge prompted the creation of a very simple 

JournalSession framework. A user has one JournalSession for each authentication to an OSPREY journal. Each 

JournalSession is uniquely identified, holds a reference to the user’s name information, and has the basic 

capacity to store and retrieve attributes. 

 

Reviews and editor decisions are captured in XML and are translated into HTML or plain text format. Metadata 

in an XML format is exported and imported into the publishing system. 

 

2.3.2 Conversion Service and Software 

 

This service forwards requests to the appropriate servers, performs the transformation, and returns the created 

PDF to the user. Java Remote Method Invocation (RMI) is used to communicate between the application and the 

conversion service [5]. It was essential for us to support multiple files and multiple file types in one submission 

and create a single PDF immediately. To enable this speed and flexibility of conversion, it had to be scalable. 

The architecture is designed so that the software used to perform the conversions can be easily replaced. 

 
PDF files are created by two different software packages, depending on their file format. LaTex manuscripts are 

converted using open source software, MikTex.[6] Adlib Express Server (third-party licensed software) 

processes all other file types. Adlib supports up to 300 different file formats and is upgraded frequently to meet 

the demand of converting newer versions of source files.[7] 

 

2.3.3 Other Technologies 

 

Manuscript data (names, addresses, manuscript data, correspondence, manuscript tracking dates) are stored in an 

Oracle 9i database, while all versions of the generated PDF and original submitted files are stored in a central 

Network Attached Storage (NAS) system.  
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2.3.4 Implementation 

 

Data Conversion 

To maintain review and manuscript history, we wanted to migrate as much data as possible to OSPREY. The 

data were analyzed, and a mapping between the Paperpath 2000 database and OSPREY was created in 

combination with scripts to extract, validate and import the data. The validation and testing were very time-

consuming and should not be underestimated in projects of this type. A trial data conversion was completed prior 

to moving to production. 

 

The Production Environment 

As previously discussed, to fit into the current technical infrastructure of each organization, Windows 2000 was 

chosen as the operating system and Apache and Tomcat as the web/application server. The OSPREY interface is 

web based and supports leading web browsers. The file-conversion programs (Adlib and MikTeX) convert 

several different file types into a single PDF file for reviewing purposes which are not visible to the user. 

 

Four servers and a central storage device support the production environment (Fig. 2) for OSPREY at CISTI. 

Three additional servers are in place to support development, testing and failover: 

 

• Web/application server 

• Database server 

• Two conversion servers 

• Network attached storage 

Figure 2: NRC Research Press Production Environment 

 

Integration with NRC Research Press Publishing System 

Upon acceptance of a manuscript, an XML file is created and sent to the publishing system (Fig. 3). Some 

processes are handled manually, while the manuscript, text, figures and supplementary data files are moved 

automatically to the appropriate file folders on the NAS. 
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<?xml version="1.0" encoding="UTF-8"?> 

<EXPORT> 

<ITEM> 

<ITEM_INFO> 

<EXPORT_DATE>13/09/2005</EXPORT_DATE> 

</ITEM_INFO> 

<MANUSCRIPT> 

<TITLE>Life history variation among populations of Canadian Toads in Alberta, Canada</TITLE> 

<NUMBER>4727</NUMBER> 

<TYPE>Article</TYPE> 

<DATE_SUBMITTED>31/08/2004</DATE_SUBMITTED> 

<DATE_FINALIZED>13/09/2005</DATE_FINALIZED> 

<OUTCOME>Accepted</OUTCOME> 

<ABSTRACT>Development of appropriate conservation plans relies on life history information and how 

life history traits vary across populations of a species. Such data are lacking for many amphibians, 

including the Canadian Toad (Bufo hemiophrys Cope, 1886). Here we use skeletochronology to estimate 

size-at-age, growth rates, age at maturity, and longevity of toads from nine populations along a latitudinal 

gradient in Alberta, Canada. Size of individual toads within each year class was highly variable, but age and 

size (measured as 

 

Figure 3: Excerpt of Metadata exported from OSPREY 

 

Training and Support 

Training was offered to all users prior to implementation with the exception of authors and reviewers. The length 

of training was dependent upon their user role. Editorial Office Assistants (who coordinate the peer review 

process for one journal and use the software extensively in their day-to-day work) received up to 4 days of 

training, while Editors and Associate Editors received 2 to 3 hours. A helpdesk is in place and is supported by 

one individual on a full-time basis with backup when required. The helpdesk communicates with users by phone 

or e-mail. The skills required include knowledge of business processes, browser functionality and PDF 

conversion, as well as an in-depth knowledge of the application and its configuration options and their use. 

 

3 Results 
 

OSPREY has been installed in Canada and Australia, where it is currently supporting a combined total of 32 

journals. NRC Research Press began its implementation in 2004, and over several months its journals began to 

accept online submissions using OSPREY. OSPREY is also used by 5 client journals through a licensing 

agreement with NRC Research Press.  

 

OSPREY’s interface is available in English and French and allows authors to upload manuscripts (Fig. 4), tables 

and figures, to create a single PDF file, and to check the status of their submissions. Upon the creation of the 

PDF file, authors are asked to review and approve the PDF file (Fig. 5). 
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Figure 4: Upload files 

 

Reviewers enter their reviews online or upload files. Editors select reviewers, vet the reviews and make 

recommendations or decisions on manuscripts, while editorial staff interacts with the system to verify 

submissions, send correspondence and assign roles and tasks. 
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Figure 5: Create, Review and Approve PDF file 

 

The system is role-based, which allows journals to limit functions to appropriate users and restrict access to 

sensitive data. Users have a single sign-on; once logged in, they are presented with links to assigned tasks for 

each role [Fig. 6]. 

 

Each journal may be separately configured and many options are available including branding, workflow and 

selection of roles and tasks. To meet a journal’s workflow requirements, each journal chooses tasks, and the 

order in which they occur, from a predefined list. In addition, OSPREY provides the flexibility to customize the 

term used to identify editorial staff roles (editor, editor-in-chief, associate editor, section editor, co-editor). 
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Figure 6: Roles and Assigned Tasks 

 

3.1 Impact 
 

Since the implementation of OSPREY, the number of submissions has increased significantly at NRC Research 

Press. Overall, they have risen over 32% (Fig. 7). Improved marketing and a rise in the Thompson ISI ranking of 

some journal titles have also contributed to the increased number of submissions. Subsequently, the total number 

of manuscripts accepted and rejected has also increased (Fig. 8). 
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Figure 7: Total number of manuscripts received at NRC Research Press 
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Figure 8: Total number of manuscripts accepted, rejected and withdrawn at NRC Research Press 

 

Thanks to the use of an online system, there have been many changes in the way that authors, reviewers and 

editors work. Editorial staff now check PDF files for completeness and provide support to authors and reviewers 

using the system. Authors now receive an automatic acknowledgement of receipt of their submission 

immediately upon completion, and the paper is in the hands of the Editor faster. All correspondence is saved 

within the database for easy access. Prior to using an online system, acknowledgments would be sent by mail or 

e-mail and manuscripts would have to be delivered to the Editor by courier or expedited mail.  

 

Reviewers are now sent an invitation to review a manuscript, as well as automatic reminders to submit their 

reviews. In the past, the manuscript would be sent to the reviewer by mail, courier or e-mail and a separate 

system would have to be in place to track the e-mails and any follow-up required. Reviewers can access 

manuscripts immediately and submit their reviews electronically, allowing Editors to have access to the reviews 

faster. Reviews and editorial decisions are tagged in XML and can be displayed in HTML or plain text format. 

 

Editors now have access to all data required to process a manuscript from their desktop, regardless of their 

geographic location. They can now search for reviewers by expertise taxonomy keyword. Each journal has its 

own set of keywords, assigned to reviewers based on the reviewers’ area of expertise. This functionality allows 

reviewers to be found quickly and their reviewer history, availability and performance, is available immediately. 

 

One of the downsides of an electronic system is the learning curve. Editorial staff had to learn to work 

differently; instead of having stacks of mail on their desks, they now have an inbox full of e-mail. For 

convenience and backup, a paper record is still maintained in some cases, however; OSPREY is the primary 

repository for all manuscript data and correspondence. 

 

3.2 Usability 
 

One of our key design objectives was ease of use. We have received mixed reviews from users; some find the 

system very intuitive and others have difficulty uploading files during submission and finding links to files for 

download. Some users have also suggested that the number of clicks required to perform a function should be 

minimized. The usability issues will be addressed in the future. 

 

3.3 Troubleshooting 
 

For the architectural reasons presented previously, it was the right decision to make OSPREY distributed, 

accepting that the more distributed the system, the more complex the troubleshooting. OSPREY contains many 

components and troubleshooting can be very time-consuming. A recent investigation into a problem identified 

that certain types of corrupt source files could crash the conversion server. In this particular instance, the source 

file was not of a typical file type. Our testing procedures for conversion now include a thorough test of valid and 

corrupt files of all accepted file types. 
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4 Discussion 
 

We recongized that there will be continuous maintenance and product enhancements when developing an in-

house system. However; by building in-house we control the product lifecycle, features, priorities and release 

schedules. Maintenance includes such issues as supporting new versions of content-creation software (e.g., 

Microsoft Word), new web browsers, and updating the underlying software infrastructure (e.g., Apache web 

server), while product improvement enhances the application with new features and functions. 

 

Online submission and peer review systems on the market today have been increasingly adding new 

functionality over the past few years. In other systems, editorial workflows are also customizable, parsing of 

references and linking to PubMed and CrossRef is now available, and some vendors are offering complete 

services from peer review to publication. Integrated database searching is also available in some products.[8] 

 

4.1 Future Work 
 

CISTI is currently implementing a workflow management system to manage the XML publishing process. Once 

this key component is in place, accepted manuscripts and metadata will flow seamlessly from OSPREY to the 

publishing system and will appear in the appropriate staff work areas automatically. Manuscript metadata and 

management data will be captured, and manuscripts will be forwarded to pre-editing. Upon publication, 

OSPREY will be updated with appropriate data (volume, issue, page number, date of publication). 

 

The development and enhancement of OSPREY has opened the door to new opportunities. NRC Research Press 

currently has service agreements with 5 journals and plans to continue marketing OSPREY through its 

publishing services programme. A usability study is currently under way and will include interviews and an 

online survey of the user community. We will focus on ease of use and new functionality. 

 

In addition, we are considering exploring the following functionality: 

 

• parsing and tagging references to provide a link to abstract databases or full text (e.g. PubMed, 

CrossRef, and user organization link resolver) 

• interfaces to allow authors to purchase paper and electronic reprints 

• option for authors to identify papers for open access and supply payment or funding 

• approving page proofs of accepted papers 

• ability to access tasks directly from e-mail 

• integration with external databases 

• troubleshooting of common graphic file problems 

 

OSPREY is a component-based system which offers us the flexibility to expand and enhance its functionality by 

changing components. Our current plans include replacing the existing conversion component. The next 

implementation will make use of web services instead of Java RMI. 

 

5 Conclusion 
 

There are many considerations when moving from a paper-based manual process to an online automated peer 

review and manuscript submission system or from one online system to another. When purchasing a commercial 

solution, or developing an in-house system, the impact on authors, reviewers and editorial staff must be 

considered and managed. Resources required to maintain a system are considerable, not only for software 

development but for upgrading hardware and software. Systems must be robust and flexible in their design to 

accommodate new requirements. Adequate training and user support must be put in place early in the project.  
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Abstract 
 

A few years ago a portal for bachelor and master theses from Flemish university colleges was established by 

means of the open source repository software DoKS. At present approximately 3500 theses from Flemish 

university colleges are available online. The growing use of the portal has led to a new communication stream 

that requires supervision and maintenance. Social software components amongst others are or will be integrated 

in the portal to give users a platform to perform tasks such as communicate, annotate and advertise. Although 

different local DoKS repositories and the concept of the DoKS application are similar to repositories and tools 

within the scientific community, the scope and the aim of a theses repository for university colleges are different. 

The main part of the database consists of applied research and the majority theses comprise trainee reports. Thus, 

in addition to students and instructors, the portal is attractive to key players in industry, non-profit institutions 

and private users with a particular interest in a theses subject. This paper examines the different opportunities 

and specific needs of a bachelor and master theses portal, illustrated by real life examples. Social software 

components can breath new life into former static text documents. Users can add comments, create blogs, add 

tables, illustrations and suchlike. Content sensitive advertisements enhance the content and usage of our theses 

records and create revenues that can be used to make new improvements. In addition we will discuss the need for 

new and strict procedures with regard to content control, copyright issues and embargos when a bulk collection 

of industry related theses are published online.  

 

Keywords: print on demand; content sensitive advertising; Electronic Theses and Dissertations (ETD); social 

software 

 

 

1 Introduction 
 

In 2003 the library of the Katholieke Hogeschool Kempen (KHK) launched a portal [1] for electronic theses and 

curricula vitae of graduating students at Flemish university colleges. In order to create this portal a new software 

DoKS (Document and Knowledge Sharing) was built. The project is funded by the Institute for the Promotion of 

Innovation by Science and Technology in Flanders [2], private industry partners and non-profit organizations. 

One of the main reasons for developing a new software was the need for a system that could be highly 

customized by users and tailored to needs specific to Flemish university colleges. The need for a flexible way to 

add local metadata (awards, trainee posts, credit points, etc.) in addition to commonly agreed sets such as Dublin 

Core or ETD-MS was in particular a high priority for the different colleges that were interviewed during 

preparatory meetings. 

 

The DoKS portals from different colleges are decentrally stored yet at the same time available through one 

interface via the OAI-PMH protocol. Apart from searching harvested metadata via the central OAI-harvester, the 

user can search the full text of Electronic theses and dissertations (ETDs) from different institutes by means of 

the Google custom search engine [3], the latter allowing specification of the websites to be searched. 

 

The KHK portal [4] receives 1500 daily visitors and offers an almost daily feedback and thus provides an 

indication of its usefulness for the labour market, graduates and the industry amongst others. Although the 

concept is similar to ETD-repositories and tools from the scientific community, a theses repository of a 

university college has other target users in mind. From the start private industry partners and other organizations 

supported the development of the DoKS theses portal, their reasons for supporting the DoKS project varying in 

accordance with their core business or particular interest. (IT, recruitment, valorisation of knowledge, screening 

of publications on business related content, electronic publishing etc.). The business plan carried out in the 

framework of the DoKS project and feedback from users raised new ideas and commercial opportunities for 

consideration. In addition to the publication of ETDs, several new and sometimes secured services (curricula 

vitae, ratings, etc.) were added to the free service of rendering theses from Flemish university colleges available 
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worldwide. The DoKS software is available by means of an open source license at Sourgeforge 

(http://sourceforge.net/projects/doksproject). Reports and manuals are available via a wiki 

(http://doks.khk.be/wiki/) and the project website (http://doks.khk.be).  

 

2 Specific Needs and Services for University Colleges 
 

At international level, the focus of ETD-projects is on research theses from academic institutions. The main 

target audience for electronic theses projects is the research community. By making research theses more 

broadly available by means of open online repositories, researchers and research become more visible and as a 

consequence more widely cited. Advantages and value added services are generated for the researcher, his work 

and his place of work. [5, 6] Although university colleges are less focused on scientific research they show a 

growing interest in publishing electronic theses. From the beginning the DoKS repository tool was developed in 

accordance with the guidelines of the ETD community As a result the portal is interoperable and combinable to a 

larger extent. On the other hand, the increasing use of the site and the feedback gained has shown that a theses-

portal with mainly bachelor and master theses has different needs and offers other opportunities to exploit. 

 

2.1 Curricula vitae 
 

In the framework of the DoKS project a business plan was carried out. Part of the business plan was a 

quantitative and a qualitative research of different target users of an ETD portal. One important conclusion 

drawn from the business plan and based on the findings of the user surveys was that there seemed to be 

considerable interest from the private sector in the use of the portal as a recruitment tool. As a consequence 

curricula vitae can be filed in a standardized way together with the ETD records. This renders the portal a simple 

and cheap alternative as a starting point in the search for new employees. The force of this system lies in the 

accuracy of the data it contains and specific search facilities to retrieve this data (see Figure 1). In addition it is 

possible to raise an alert when new CVs matching specific criteria are added. Entries to the system are made by 

students and/or institutes and the system is therefore more complete and unique than any other built ad hoc and 

by a third party. All companies interviewed were prepared to pay for such a service by means of a subscription 

or registration service. 

 

Furthermore the business plan created for the DoKS project outlined the opportunities that could render the 

portal self maintaining. Once optimized and well positioned on the market the CV module should create enough 

revenues for the employment of a 50% employee for maintenance and administration of the system. At the 

moment different steps are being taken to convert this potential into reality. Different approaches to 

commercialize the CV module include partnerships, pay on demand, subscriptions and sponsorship to name but a 

few. It is clear that the graduating students also benefit from the CV module. The DoKS system automatically 

creates a CV for all graduating students based on data from student administration files. The student can 

complete this by adding extra data. The result is a CV that can be converted to a Europass CV by one mouse 

click. Statistics on the number of updated CVs confirm the students’ interest. At the moment 1578 CV records 

are available belonging to KHK students who have graduated over the last two academic years. About 25 % of 

CV records were completed by students one month after the automatic creation of their CV and more than 70 % 

are updated before the end of an academic year. We believe that this enthusiasm is related tot the fact that the 

CVs are already formatted, half filled out and exportable to print and other formats (see Figure 1). In other 

words, the student does not have to make much effort to produce an attractive and easy-to-maintain CV. The 

idea of automatically generating many of the relevant metadata behind the scenes to avoid filling out lengthy 

electronic forms is relevant for different web environments. In the field of educational multimedia, for example, 

this is strongly expressed by Erik Duval in the slogan ‘electronic forms must die’ [7]. While going through the 

self-archiving wizard for their electronic thesis students must choose to what extent their CV will be available to 

employers. A majority choose the option ‘CV fully available’ thus allowing employers to contact the student 

directly. ‘CV available without personal data (contact through DoKS website)’ and ‘CV not available’ are two 

other options. Graduated students can access and update their CVs via a dedicated account for a limited period of 

two years.  
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Figure 1: Search interface for CVs and basic example CV 

In addition to the commercialization of the CV module, a good working DoKS portal can be exploited in several 

other ways. At the KHK the theses portal is linked to the Google AdSense program and creates revenues that are 

sufficient for replacement of hardware, new improvements, etc. Several other opportunities and partnerships 

with industry partners or non-profit organizations emerge once the portal is known to the different stakeholders. 

At the KHK this has led to partnerships with innovation agents, non profit partners and private industry partners 

that have a variety of reasons for supporting the maintenance of the portal [8, 9]. 

 

2.2 ETD-MS 
 

ETD-MS is an interoperability metadata standard for electronic theses and dissertations [10]. The standard adds 

one element to the Dublin Core metadata elements, namely thesis.degree. This element has 4 qualifiers: 

thesis.degree.name, thesis.degree.level, thesis.degree.discipline, and thesis.degree.grantor. This standard is a 

result of the work established by the Networked Digital Library of Theses and Dissertations (NDLTD) which 

tries to coordinate the different worldwide initiatives. The aim of the standard is interoperability and is described 

as such on the NDLTD website [11] ‘i.e., to make it possible to share information about ETDs. This will allow 

us to improve existing federated searches, create union databases, and provide greater consistency for 

researchers searching for theses and dissertations at different institutions. 

 

To integrate bachelor and master theses in ETD union catalogues and repositories for scholarly communication 

we believe the level of education must be transparent and clearly distinguishable. This will help the end user to 

place the work in his context so he can judge it appropriately. The PKP-harvester software [12] we use for 

harvesting metadata from different local DoKS repositories did not however support ETD-MS. Therefore we 

recently created an ETD-MS plug-in [13] for this harvester. By using the plug-in users can perform searches on 

degrees and level of education to find graduates, their profiles and their learning outcomes. 
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Figure 2: ETD-MS plug-in for PKPHarvester2 

When other ETD programs consistently use the same standards, users can search records in a similar manner 

across records from different countries. The end user has an immediate knowledge of the type of the work, the 

level of the work, the educational program in which it was produced, the related degree and so on without 

necessarily knowing the language in which it was written. 

 

2.3 Content (applied research, less academic, …) 
 

At the KHK and by extension at most similar university colleges in Flanders nearly all theses comprise reports 

on work a student has done at a trainee post. As a consequence a thesis might contain confidential information. 

The industry partner where the trainee is placed has the option of requesting an embargo by means of strict 

procedures and dedicated forms. Although we expected to see a drastically increasing a priori demand for 

embargos once we started to publish ETDs, this seems not to be the case. Nevertheless the student must inform 

the trainee post about the online publication a clear demand for new embargos is seen once a thesis is online for 

a period of time. In some cases an embargo is requested because confidential information is published, but there 

seems to be several other reasons an industry partner does not want to see a trainee report published. This is 

often related to the high search engine ranking of our theses records - DoKS theses records are ranked higher 

than the web pages of the trainee posts - , old or false information on products is still available on the web, etc. 

In the future there are plans to give users a communication platform on which annotations can be made. In this 

way it is hoped that embargos can be avoided where the need for them goes beyond the publication of 

confidential information. On the other hand we see in literature [14] and also in practice a shift towards more 

transparency in domains (pharmaceutical industry, innovative IT companies) that were at first more resistant to 

the online publication of research data and material.  

 

The power of the portal to serve the needs of innovation agents and intermediary organizations has resulted in 

the following collaborations: 

 

Flemish Chamber of Engineers (VIK) 

The Flemish Chamber of Engineers is developing an award program based on the DoKS repositories to 

stimulate entrepreneurship. The aim of this project is to filter theses with a high commercial or 

innovative character, especially those that have the potential to develop into enterprises. The idea 

stemmed from the fact that the annual number of new start-up businesses of an innovative nature in 

Belgium is very low compared with other countries [15]. Furthermore over the years the Chamber has 

kept files of new businesses that emerged from the basis of an innovative idea in a thesis; 
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‘Innovatiecentrum West-Vlaanderen’ (West Flanders regional innovation centre) 

A study [16] carried out by the regional innovation centre of West Flanders pointed out that of all theses 

established in the context of a trainee post only a low percentage resulted in an economic surplus value 

for the firms involved. An analysis of the study however showed that the economic valorisation could 

be increased by taking measures such as recruitment of the student after graduation or extra guidance by 

the college. To achieve this the regional innovation centre allocates awards for students and valorisation 

budgets for the firms. The innovation centre urges University colleges from the region to set up a DoKS 

portal in order to improve and accelerate selection procedures for theses that would be considered for a 

valorisation trajectory; 

 

Indiegroup 

Indiegroup is an organization that develops software for the innovation market. Integrating innovative 

content from the theses of university colleges can create a surplus for their software ‘Cognistreamer’. 

Cognistreamer is a platform for open innovation concepts. By means of RSS and XML crosswalks 

innovative theses projects from DoKS could be integrated and selectively disseminated via 

Cognistreamer to organizations that are working on related subjects.  

 

2.4 Statistics 
 

2.4.1 Daily Visitors 

 

The statistics in Figure 3 are based on figures from Google Analytics and cover the last full 12 months the KHK 

DoKS portal was online. The extremely sudden peak on the 11
th

 of January has a logical explanation. At that 

time it was noted that a majority of visitors downloaded the full text of a DoKS thesis directly via a Google 

result list bypassing the DoKS website. For several reasons we have now decided to use a URL rewrite 

mechanism so that users are always transferred to a DoKS thesis record from where they can download the full 

text of the document. First of all the figures for the use of our portal were seriously underestimated. First and 

foremost, users were downloading documents from the site without knowing they were reading a thesis 

document from a bachelor or master student at a Flemish university college. 

 

In addition it is clear that there is stable use of the website which at the moment has an average of 1500 daily 

visitors. The trend is downwards during the weekend and holidays and use increases use during the periods the 

students are working on a thesis and need the portal to submit data and full text. The statistics from Figure 6 

indicate that the use of the site is strongly related to the revenues created by Google Ads with the same steep 

increase from January 2007 onwards. 
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Figure 3: Daily visitors DoKS@KHK  
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2.4.2 Downloads 

 

As shown in the graph below showing the number of theses downloads from the KHK-portal a ‘long tail’ curve 

emerges. This illustrates the wide and varied interest in theses content. The usage shown by the curve seems to 

be typical for e-business websites and indicates new economic mechanisms that are related to the internet. 

Theses that perhaps never came to light when they were stored physically at the library are, once online, 

consulted more than the most borrowed hardcopy theses from that same library. These new models and 

mechanisms are described by Chris Anderson with regard to e-business sites from the amusement industry 

(Amazon, Itunes, etc. ) [17]. 
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Figure 4: KHK-ETD downloads 05-06 

 

2.5 User Feedback (categories) 
 

When filled with a significant amount of content the DoKS repositories receive a high search engine ranking. As 

a result the number of daily visitors is significant. Among a variety of users, the feedback received in Flanders 

introduced several new business opportunities and interests. The feedback received can be categorized as 

follows: 

 

• Job offers and offers for trainee posts 

• Knowledge sharing  

o Collaboration proposals  

o Questions on thesis subject 

o Demand for annotations. Users want to comment on the content of a thesis and students want 

to add new views, opinions, corrections, etc. 

• Editorial boards of journals 

• Embargo requests from industry partners of the KHK 

• Hardcopy requests (see section 3.3.5) 

• Reporting on violations of the law with regards to: 

o professional confidentiality 

o copyright 

o privacy 

 

2.6 Social Networking and Business Opportunities 
 

The use and feedback on the portal clearly indicated the need to add social networking tools. Plans are being 

made for the future to integrate the features of the KNOSOS [18] platform in DoKS. Users who want to add, 

blog, annotate or tag to name but a few will be allocated to the collaborative working space provided by 
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KNOSOS. In preparation of a structured approach to overcome different needs, the first experiments have been 

set up. The following paragraphs describe the way in which we have already addressed some user demands. 

 

2.6.1 A New Splash Page 

 

Students are nowadays familiar with new technologies (Internet, multimedia, publishing, web 2.0, etc.) but are 

not supported in the use of them in a traditional hardcopy print environment. By following new internet trends, 

DoKS is able to keep track of the way young undergraduate students use the internet. We believe this is a 

necessary condition to conserve the enthusiasm of our most important supplier of information, the students 

themselves. As a result the record splash page (Figure 5) has been drastically changed in favour of a more user-

friendly interface.  

 

 

Figure 5: A thesis record splash page 

In the following paragraphs the benefits of the major adjustments, namely the integration of social bookmarking 

tools and context sensitive advertisements will be discussed. 

 

2.6.2 Social Bookmarking 

 

In the light of our current subject classification which is deemed insufficient [19], a new opportunity is presented 

by the use of folksonomies or a tagging system. Furthermore, an interactive way of supplying keywords or tags 

perfectly matches the broader aims of the DoKS project, namely, knowledge sharing and community building. 

At the moment social bookmarking tools are provided on the theses records. By means of the ‘Delicious 

Tagometer’ (see Figure 5) it is easy to find out which other people have tagged a particular thesis record. This 

will lead you to the bookmark pages of people with common interests. It also allows you to see how what 

resources other users have tagged on the same subject. A desired feature that until now has not been available is 

a way of aggregating tags from different users of our portal in a tag cloud. Once such a feature is available we 

can provide this aggregation of tags to our users. 

 

2.6.3 Instant Messaging 

 

Although a part of the metadata (author, department, degree title, address, etc.) is automatically imported from 

files received by the library from the Institute’s general administration department, another part (title, abstract, 

language, volumes, contact details, number of desired copies, instructor, trainee post, trainee supervisor) must be 

submitted by the students via the DoKS repository software. In addition the full text must be submitted by a self-

archiving approach. Given that on an annual basis as many as 800 students submit their thesis data, they have to 

follow strict procedures and guidelines. By giving students the opportunity to ask questions whilst submitting 

data, the administrators can assist students directly should they encounter problems. In DoKS this 

communication is provided by a Meebo [20] widget and is similar to Instant Messaging systems the use of which 
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is very familiar to the students. Another attractive feature that comes with the integration of the Meebo widget is 

the ability to keep track of the number of concurrent users of your site.  

 

2.6.4 Google AdSense 

 

Once installed and filled with content a DoKS repository creates revenues via Google Adsense that can cover 

maintenance costs (upgrading hardware backup tapes) and/or new improvements. This is already the case for the 

repository of the Katholieke Hogeschool Kempen. The idea to start experimenting with Google Ads was based 

on a very practical mail question received from a user. The user had downloaded a thesis about laying out a 

private swimming pond. In the thesis prices for products were given which appeared to be much lower than the 

ones experienced by the user. Instead of contacting the student behind the particular theses we thought it might 

be easier to provide a direct path to suppliers of goods related to a thesis subject. Via Google AdSense relevant 

context sensitive ads are displayed on the pages containing theses records. The ads are related to the visitors’ 

search and thus create a way to both monetize and enhance the theses records. We have currently been 

experimenting for almost a year with the system and evaluated that both benefits seems to be fulfilled. The ads 

are in most cases relevant and enhance our content.  

 

 

Figure 6: Google AdSense earnings Sep 06 – Feb 07 

 

2.6.5 Print On Demand 

 

With great surprise we noted a significant demand from our users to obtain a hardcopy version of the theses we 

published electronically. At first the intention was to deny these requests because it was thought that they would 

occur very occasionally and there were not the resources to give an appropriate answer. However more requests 

for hardcopies arose and by coincidence the DoKS portal caught the attention of a new player on the market of 

print on demand and self publishing, i.e. WWAOW (world wide association of writers) [21] This resulted very 

recently in a new collaboration and the first theses from different university colleges in Flanders are available via 

WWAOW (see Figure 7). Students are informed about this opportunity during the self-archiving procedure 

where they can choose whether they want to make their thesis available by means of the WWAOW website.  
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Figure 7: Print on demand via WWAOW 

 

2.6.6 Alerting via Persistent Query Mechanisms and RSS 

 

All authenticated users have a personal profile page in which they can store keywords (My Topics). By means of 

a persistent query mechanism search queries can be saved and can be executed again. This technique is used to 

provide an alert system. Once logged in a personal homepage is displayed (MyDoKS). On this homepage there 

appears a list showing documents which are new since the last time the user logged in. 

 

 

Figure 8: DoKS personal homepage and profile page 

 

The built in RSS functionality can be used as an alert system as well. It is possible for example to subscribe to 

search queries via RSS, with the result that whenever a new item is published that reflects your query you will be 

alerted by you RSS reader. This RSS functionality is also a means to publish automatically updated lists. For 

example you can subscribe to a list of theses that are available by the print on demand system (see Figure 9), and 

new CVs to name but a few. 
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Figure 9: Example of a DoKS RSS search query subscription via Bloglines 

 

4 Conclusion 
 

Apart from being more visible to the scholarly community as well as to the labour market, students and 

university colleges will profit in the long term by contributing to the portal in several ways. The submitted work 

will have to meet certain conditions before being accepted for publication. Students learn about digital 

publishing and structured authoring. They have to deal with choices between different file and image formats, 

reducing file size and structured authoring, to name but a few. The wider availability of the work creates a 

mentality change amongst students and lecturers towards different phases in the electronic publication chain 

(citing, references, copyright, technical implications of electronic publishing, etc.). In the long term this will lead 

to better quality in electronic documents whilst at the same time students with a rather resistant attitude to 

computers, internet and the like will be introduced to the internet and electronic publishing. 

 

When filled with a significant amount of content the DoKS repositories receive a high search engine ranking. As 

a result the number of daily visitors is significant. Among a variety of users, the feedback received at the KHK, 

has introduced several new business opportunities and interests. In this sense a successful repository can be seen 

as a powerful public relations tool. Because DoKS supplies a java and JavaScript-like scripting engine 

(Beanshell) for task automation, complex work flows, specialized import/export, etc. formerly manual processes 

such as MARC-export for the library, collection of abstracts and titles, publishing and so on are automated. 

Furthermore at the KHK DoKS is used to support services such as the employment agency and the research 

department. As a result the tool is highly appreciated by the users of the institution. Other benefits of integrating 

student scholarship in institutional repositories are discussed in many blogs and publications. A collection of 

similar and other arguments from which the quotation below is extracted is listed in the ‘Law Librarian Blog’ 

from Carol A. Parker [22]. ‘The students’ scholarship would attain visibility on a scale never before seen, and 

the students would enjoy the benefit of informing the subsequent work of others. Plagiarism should not be an 

issue because most institutional repositories are indexed at the full-text level, meaning that a simple Google 

search would quickly identify an existing paper that was later used without proper attribution. … 

 

Digital collections of student work can also be used for publicity and outreach, especially with alumni. Many 

schools already inform alumni of recent faculty publications; alumni could also be informed of student 

scholarship published in repositories. Making student scholarship available in digital collections provides 

students with a connection to their schools after graduation. 
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Law schools would also be sending the message that they take student scholarship seriously. Knowing that their 

work will also be subject to scrutiny beyond the four walls of their professors’ offices would give law students 

added incentive to produce better scholarship.’ 
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Abstract 
 

Since 1998, the Food and Agriculture Organization of the United Nations (FAO) has been publishing its 

electronic publications in the FAO Corporate Document Repository (CDR). The electronic publishing workflow 

is maintained by the Electronic Information Management System (EIMS). The EIMS-CDR holds more than 

38 500 documents and is the gateway to FAO's publications. The EIMS-CDR coexists with the FAODOC – the 

online catalogue for documents produced by FAO. FAODOC catalogues and indexes both electronic and printed 

documents while the EIMS-CDR manages full text documents and a minimal set of metadata. This paper 

discusses the merger of the EIMS-CDR and the FAODOC into a unique FAO Open Archive based on the 

integration of the electronic publishing and the bibliographic cataloguing requirements. The FAO Open Archive 

will be the foundation for the collection, management, maintenance and timely dissemination of material 

published by FAO. To improve the effectiveness of the proposed repository, it is necessary to streamline the 

current electronic publishing workflow. The merger of the EIMS-CDR and the FAODOC will strengthen FAO’s 

role as a knowledge dissemination organization. Especially, as one of the principal tasks of the FAO is to 

efficiently collect and disseminate information regarding food, nutrition, agriculture, fisheries and forestry.  

 

Keywords: open access; open archive initiative; interoperability; digital repositories; data content standards 

 

 

1 Introduction 
 

The Food and Agriculture Organization of the United Nations (FAO) has more than 50 years of experience in 

the production and the dissemination of information, both through its headquarters-based regular programme 

and through field projects. The collection, analysis, interpretation and dissemination of information relating to 

nutrition, food and agriculture are FAO’s main functions [1]. The World Wide Web has proven to be a powerful 

means for FAO to disseminate multilingual information. 

 

In this context, FAO was an early implementer of: 

 

1. an online catalogue for documents produced by FAO (FAODOC, Figure 1), a multilingual online 

catalogue which contains bibliographic metadata of FAO electronic and printed documents [2]; 

2. the Electronic Information Management System (EIMS), a workflow management tool and database 

which manages the publication of electronic documents and multimedia resources on FAO’s Web sites 

[3]; and 

3. the Corporate Document Repository (CDR, Figure 2), a corporate output interface for FAO full text 

electronic publications stored in the EIMS [4, 5].  

 

The FAODOC is a multilingual, online catalogue of documents and publications produced by FAO since 1945. 

The system uses UNESCO's CDS/ISIS software [6]. More than 160 000 documents have currently been 

catalogued. Since its inception, the FAODOC has focused on the production of high quality bibliographic 

records. 

 

The FAO Web site was released in 1995 and the first electronic publishing workflow (through EIMS) was 

initiated in 1998. Currently, more than 38 550 resources (full text documents and multimedia items) are 

managed by the EIMS (Table 1). Photos, videos and audio are accessible through different systems on the FAO 

Web site. The CDR was conceived as the online digital library of FAO electronic documents and publications, 

as well as selected non-FAO material. At present, more than 23 000 full text documents are available through 

the CDR. 
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Resource type Number of Records 

full text documents 23 000 

photos 8 500 

videos 6 300 

audio  750 

Total 38 550 

 

Table 1: Resources at FAO (as at 10 April 2007) 

 

For each system described above, the objectives are different. The FAODOC focuses on the cataloguing of FAO 

documents. The EIMS deals with electronic publishing, especially the management at the full text level (rather 

than the description of documents). The CDR focuses on the dissemination of FAO documents archived through 

the EIMS. In 2003, a link between both databases was created, linking the FAODOC records to the full text 

documents archived in EIMS-CDR. 

 

 

 
 

Figure 1: FAODOC user interface 

 

 

This paper describes the process of merging the EIMS-CDR and the FAODOC and the creation of the FAO 

Open Archive. The result will be one unique sustainable digital repository offering a solid foundation for the 

collection, management, maintenance and timely dissemination of material published by FAO. To improve the 

effectiveness of the proposed repository, it will be necessary to streamline the existing electronic publishing 
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workflow and to integrate the current functions into new modules. The FAO Open Archive is based on three key 

elements:  

 

1. a metadata set based on international description guidelines and format; 

2. a workflow procedure that guarantees the processing of all documents published by FAO; and 

3. a system architecture based on cataloguing and electronic publishing. 

 

 

This paper is divided into the following sections: Section 2 presents the current situation for the EIMS-CDR and 

the FAODOC; Section 3 details the objectives of the FAO Open Archive; Section 4 describes the workflow 

procedures, the new architecture, the compliance to International Standards for Bibliographical Description 

(ISBD) [7] and metadata sharing with other systems; and Section 5 is the conclusion and the next steps in 

implementing the FAO Open Archive. 

 

 

 
 

Figure 2: CDR user interface 

 

2 Objectives 
 

The objective of the FAO Open Archive is to create a unique sustainable digital repository for the dissemination 

of FAO publications and simultaneously, enhance interoperability with other information systems. The FAO 

Open Archive will guarantee efficient electronic publishing and metadata management, the effective 

dissemination of FAO information resources and the preservation of the Organization’s institutional memory. 
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3 Current Situation for EIMS-CDR and FAODOC 
 

FAODOC has been managing all bibliographic information for FAO documents and publications for over 30 

years (since 1976). Since 1998, FAO established a workflow to manage the electronic publishing and 

dissemination of FAO full text documents through the EIMS-CDR [8]. The EIMS-CDR and the FAODOC 

workflows, actors and content are described below. 

 

3.1 EIMS-CDR, the Electronic Publishing and Digital Repository 
 

There are four different user profiles in the EIMS-CDR workflow: 

  

• originator – the person within the FAO unit responsible for providing the source files and/or the printed 

copy of the publication; 

• data owner – the FAO unit responsible for the content of the publication; 

• focal point – the person responsible in EIMS-CDR for managing requests from FAO units [9]; and  

• liaison officer – the person within a FAO unit who ensures that publications are made available online. 

The liaison officer is the link between the originator and the focal point. 

 

Detailed guidelines of the EIMS-CDR workflow are available to all FAO users and EIMS-CDR administrators. 

Following is a brief description of standard workflow steps: 

 

1. The originator provides source files to the external printing unit. When the publication is printed, the 

external printing unit provides the focal point with the source files, the PDF version and the hard copy. 

In some cases files are provided by the originator;  

2. The data owner creates and locates a record in EIMS;  

3. The data owner notifies the focal point of the record and the uploaded files; 

4. The focal point completes the record. Conversion to HTML or PDF is handled by focal points or 

outsourced to an external company. When conversion is completed, the focal point notifies the data 

owner of the test URL for reviewing the publication; 

5. The data owner reviews the publication and either approves it or requests changes, by notifying the 

focal point;  

6. The focal point reviews the final publication, publishes it and notifies the data owner of the public 

URL. If no conversion is required, the focal point prepares an HTML table of contents that links to the 

low-resolution PDF files and notifies the data owner of the public URL (in some cases only PDF files 

are published without the associated HTML pages). 

 

 Publications are made available in various electronic formats: 

 

• Full HTML version; HTML loads quickly and is easier to read on-screen. ~14 000 records;  

• Full PDF version; PDF is better for printing and downloading a local copy. ~2 200 records; 

• Full HTML version and PDF version. ~6 500 records; and  

• HTML table of contents linked to Full PDF version. ~500 records 

 

3.2 FAODOC, the Online Catalogue 
 

The FAODOC cataloguing process involves various actors: 

 

• originator – the person within the FAO unit responsible for delivering to FAODOC the hard copy of the 

publications and/or the full text documents to be published in EIMS-CDR;  

• EIMS-CDR focal point – the person who notifies the FAODOC cataloguer of a new record in EIMS-

CDR, so they link the FAODOC record to the EIMS-CDR full text document; and 

• cataloguer – the person who selects and catalogues the publications (hard copies and full text 

documents from EIMS-CDR). 

 

The FAODOC manages the cataloguing of document and the dissemination of bibliographic information 

through an Online Public Access Catalogue (OPAC). There are procedures for the exchange of information 

between the FAODOC and the document producers, but there is no specific electronic tool to manage the 

reception of documents, as exists in the EIMS-CDR workflow. The lack of any workflow management system 

makes it difficult to control the reception and cataloguing of documents. 
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3.3  Main Differences between EIMS-CDR and FAODOC 
 

The process of merging the two existing databases is a challenging task, as each has a different structure and 

workflow procedure. The first step towards the FAO Open Archive was to determine the similarities and 

differences between the EIMS-CDR and the FAODOC. 

 

3.3.1 Software Overview 

 

The EIMS-CDR was developed by FAO to manage the electronic publishing workflow. The CDR and the EIMS 

both run on a Microsoft Windows platform with an Oracle 9 database server. The software uses Microsoft’s 

ASP programming language (Active Server Pages), with some ad hoc modules and functionalities developed in 

ASP.Net (the successor to ASP). The EIMS architecture results from the interaction of several modules that 

manage different aspects of the overall workflow. All modules interact with a single database that stores the 

records’ descriptive metadata and detailed workflow information. 

 

The FAODOC uses CDS/ISIS, a software package for information storage and retrieval – developed, maintained 

and disseminated by UNESCO. It is freely available for non-commercial purposes. The customization of data 

input and output interfaces occurred in Poland at the Institute for Computer and Information Engineering
 
and at 

FAO. 

 

3.3.2 Metadata Structure 

 

CDS/ISIS manages a database whose main content is text, while the EIMS-CDR uses a relational Oracle 

database. The structure and logic of the two databases are completely different. However, these differences are 

not a barrier for the merger into a new single relational database.  

 

Both systems use a very similar set of metadata fields to describe documents. The FAODOC contains detailed 

document information, while the EIMS-CDR provides fewer details on the actual document, but stores much 

information related to the actors, workflow and full text management. The mapping of the EIMS-CDR and the 

FAODOC databases has already occurred. It was not a complicated procedure, as both systems use a similar 

metadata field set. The compliance of both databases to the Dublin Core metadata standard and the AGRIS AP 

[10] at export level, facilitated the mapping. Only those fields required for the EIMS-CDR workflow have been 

added to those that already exist in the FAODOC. 

 

3.3.3 Database Content 

 

The EIMS-CDR and the FAODOC currently use FAO cataloguing guidelines. The decision to adopt 

international cataloguing standards was taken to guarantee interoperability with other digital repositories.  
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Figure 3: Percentage of the EIMS-CDR records catalogued in the FAODOC 
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In the EIMS-CDR, each record corresponds to one document (e.g., a book or a meeting report). The FAODOC 

catalogues documents and their analytics (e.g., a document is considered a book and the analytics are its 

chapters). Therefore, a book can have more than one record. The one-to-many relationship of records will be 

taken into consideration when merging data from the two databases. 

 

The content of the two databases partially overlap, resulting in duplicate bibliographic records. The percentage 

of the EIMS-CDR full text documents linked from the FAODOC has increased over time (Figure 3): 72 percent 

of all records created in 2006 in the EIMS-CDR have been linked to from the FAODOC. This implies a 

duplication of effort (at metadata management level) and jeopardizes the dissemination and the maintenance of 

the FAO’s institutional memory. 

 

4 The Approach to Create the FAO Open Archive 

 
The FAO Open Archive is based on the integration of the electronic publishing and the bibliographic 

cataloguing requirements. This merger requires the analysis of current workflows to detect similar procedures 

and reorganise them into a single coherent workflow. This process should focus on: 

 

1. system architecture; 

2. workflow procedure; 

3. compliance with international data content standards; and 

4. exposing metadata in a standardized way. 

 

4.1 The New System Architecture 
 

The architecture of the FAO Open Archive should integrate all features that are currently managed through the 

EIMS-CDR and the FAODOC. The FAODOC only manages the cataloguing process, but the FAO Open 

Archive must include the facility to deal with the reception of documents workflow, and improve the 

cataloguing module. The electronic publishing system is structured as a modular system where each module 

deals with a specific aspect of document publication. This approach will remain in the new architecture, 

integrated with new functionalities. 

 

 
 

Figure 4: FAO Open Archive architecture 
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The FAO Open Archive architecture is detailed in Figure 4. The following elements define the architecture of 

the system: 

 

1. integrated workflow; from left to right, the flow of information starts from the peripheral input system 

elements, passes through the core of the management system and to the dissemination interfaces; 

2. common database; and 

3. management of the two main functions of the FAO Open Archive; electronic publishing and 

cataloguing. 

 

The objective of the system architecture is to manage all aspects of the electronic document life cycle. Electronic 

publishing and cataloguing will be managed through the same system and share the same database, e.g., from 

the document’s creation, to its cataloguing, indexing and conversion to a suitable electronic format, to its 

dissemination on the Web. 

 

Input for FAO units. This module will be used for data input and will be developed based on the current EIMS. 

FAO units now have individually customized EIMS interfaces. Each customization involves a basic internal 

workflow that can vary from one-step to multiple-step approval. FAO units are responsible for the introduction 

(and minimal description of documents) into the electronic publishing workflow. In the FAO Open Archive, 

FAO units will continue to provide data through a user-friendly system describing the document with a minimal 

set of metadata. With the FAO Open Archive, electronic publishing and cataloguing will share a common data 

entry point. The records that the FAO Open Archive will manage includes documents and multimedia files 

(photos, videos and audio) and non-FAO material (publications written in collaboration with FAO, yet FAO 

does not hold the copyright). 

 

Electronic publishing. FAO will continue to publish documents online in electronic format. They will be 

managed through two modules: 

  

• core module for electronic publishing – this module will be used to review the information from FAO units, 

based on EIMS, and to manage the conversion of full text documents into electronic formats (HTML, PDF, 

etc.); and 

• scanning requests managing module – this module will be directly connected to the core module for 

electronic publishing and will be used to keep track of the work assigned to internal resources or of the work 

orders sent for scanning and/or conversion to external companies. 

 

Cataloguing. FAO will offshore the cataloguing, using the minimal set of metadata and the full text provided by 

the FAO units. FAO cataloguers will check and validate the offshored records in order to guarantee the quality 

of the bibliographic description for the full text documents. Cataloguing will also be managed through two 

modules: 

 

• core module for cataloguing – this module will be used to select records to be offshored for cataloguing and 

indexing and to check metadata quality. It will be used exclusively by cataloguers to manage the information 

to be released into the Open Archive; and 

• cataloguing offshoring module – this module will be directly connected to the core module for cataloguing 

and will be used to manage the XML exports of data to be catalogued by external companies and to manage 

import and validation of offshored records. 

 

4.2 Workflow Procedures 
 

As well as the architecture, the workflow of the FAO Open Archive must integrate two main activities that so far 

have been conducted separately: electronic publishing and cataloguing. Figure 5 shows a top-down 

representation of the new workflow: 

 

1. FAO units initiate a record by inserting a minimal set of metadata into the data input module. Only 

minimal information is requested to initiate a record: author, title, year and job number (a FAO unique 

identifier). The system verifies whether the job number exists in the database. A simple validation 

workflow within the peripheral input system will ensure that the records inserted are eligible for 

publication in the FAO Open Archive. 
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Figure 5: FAO Open Archive Workflow 
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2. The electronic publishing administration and the cataloguing administration are notified of the addition 

of a new record. They can take action simultaneously on the full text and the metadata of the records. 

 

2.1. If the document received is already in electronic format it requires validation and conversion 

to the most suitable format. This task can be carried out in-house or can be offshored. If the 

document needs digitalization then it is offshored for scanning.  

2.2. Using the minimal set of metadata in the system and the link to the full texts, the documents 

are catalogued and indexed by FAO and/or external cataloguers. The records that are selected 

for offshoring are exported using XML. When exported records are received from the external 

company they are imported into the system, checked and validated. 

3. Validated records are disseminated through FAO Web sites. Moreover, search engines, services providers 

and digital libraries will harvest the records’ metadata enhancing access to FAO documents. 

 

4.3 Compliance with International Data Content Standards, ISBD 
 

During the past few years, ISBD [11] has been identified as the standard most suitable for FAO. In April 2006, a 

study of the impact of changing FAO cataloguing rules recommended the adoption of ISBD rules: 

 

“... recommend that FAO adopt the ISBD rules and build a system that will send and accept 

queries according to the OpenURL standard. In this way, FAO will build a system that will 

work with (interoperate with) other catalogues, while making FAO documents far more 

accessible to users. FAO, OCLC and other databases can create OpenURLs based on records 

that follow international guidelines and in this way, create an interoperable system [12]”. 

 

ISBD rules are rigorous and exact. ISBD is based on the principles of adequate identification, searchability and 

consistency so that: 

 

1. no two different documents can be confused with each other; and 

2. the many details comprising a description, are presented in a uniform manner so that they can be 

interpreted without unnecessary ambiguity [13]. 

By applying the ISBD rules, FAO will not only enhance the international exchange of FAO records, but will 

also assist in the interpretation of records across languages, because ISBD records can be interpreted on a first 

level (identification of elements) by users of every language. This is because of the fixed order of ISBD records. 

Finally, ISBD is independent of any metadata format. In conclusion, ISBD rules are simple, exact, widely used 

and supported by the International Federation of Library Associations and Institutes (IFLA). ISBD will facilitate 

the interoperability with other institutions and/or services providers, as it is an international standard followed by 

many of the world’s major libraries and bibliographic institutions.  

One of the biggest challenges will be the handling of the legacy data; old records require re-cataloguing, e.g., 

titles need to be transcribed according to ISBD rules. A possible solution could be to import bibliographic 

records from databases that have already catalogued FAO documents, ignoring fields that are not relevant to 

FAO’s needs and adding specific information already existing in FAO records, e.g., AGROVOC Thesaurus [14] 

descriptors. However, the legacy data can be updated, prioritizing those records which have the full text 

available and/or are accessed on a regular basis. The introduction of an additional code to distinguish old from 

new ISBD records is required. 

The FAO units will introduce a minimal-level description based on ISBD and the offshored and FAO 

cataloguers could then bring the records to full ISBD level.  

4.4 Exposing Metadata in a Standardised Way 
 

This is a very important issue, and it has been addressed successfully by the Open Archives Initiative (OAI). 

Open Archive Initiative Protocol for Metadata Harvesting (OAI-PMH) is a simple protocol that allows data 

providers to expose their metadata for harvesting to services providers. The FAO Open Archive will be OAI 

compliant, so the FAO metadata can be harvested by any services providers and/or digital libraries.  

 

The concept of OAI-PMH can be applied to a wide range of digital materials, e.g. images, audio or videos. It is 

mandatory to expose metadata as Dublin Core. It is important to note that the protocol enables multiple metadata 
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formats. These alternative forms of metadata can be as rich as is necessary to describe content. During the last 

few years, FAO has made an intensive effort to promote the exchange of high-quality metadata within the 

AGRIS Network, an international initiative based on a collaborative network of institutions in agriculture and 

related subjects. The AGRIS AP is a metadata format that facilitates sharing of metadata across different 

information systems. It is a metadata schema which uses elements from metadata standards such as Dublin Core 

(DC), Australian Government Locator Service Metadata (AGLS) [15] and Agricultural Metadata Element Set 

(AgMES) [16] namespaces. The standard enhances the quality of the description of agricultural information 

resources, enabling greater processing possibilities by service providers. The AGRIS AP has proved to be a 

successful initiative, and as a result, the FAO Open Archive will be fully compliant with the AGRIS AP at 

export level. 

 

In conclusion, exposing metadata will: 

 

1. improve the retrieval of FAO documents from a large number of sources (e.g., portals, aggregators and 

services providers); 

2. allow aggregators to detect FAO documents and thereby help to disseminate them; and 

3. enhance the visibility and awareness of FAO’s available resources. 

 

 

5 Conclusions and Next Steps 
 

This paper illustrates the first phase for the creation of the FAO Open Archive, focussing on finding a strategy to 

solve: 

 

1. the duplication of efforts in creating and managing metadata; and 

2. the lack of integration of electronic publishing and cataloguing. 

 

The relevant findings from this first phase are: 

 

• The FAODOC and the EIMS-CDR will use a common database and a workflow supported by a 

workflow management system. FAO will supply FAO bibliographic metadata together with the full 

text. 

• The conversion of the FAODOC and the EIMS-CDR to the FAO Open Archive will facilitate the data 

input and maintenance of information. The FAO units will continue to be involved in the metadata 

creation process. 

• The use of ISBD rules will simplify the creation of metadata. The legacy data will be updated to ISBD 

standards, prioritizing those records, which a) are accessed on a regular basis, and b) have the full text 

available to improve the effectiveness of the OpenURL protocol.  

• The visibility and dissemination of FAO documents will be maximized by exposing content through 

OAI-PMH. The FAO Open Archive should have the ability to transfer and use information in a uniform 

and efficient manner across multiple organisations and information technology systems. 

 

The creation of the FAO Open Archive will strengthen FAO’s role as a knowledge dissemination organization. 

The following phase is related to the software implementation. The integration of open source software into 

FAO Open archive is still under evaluation.  
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Abstract 
 

Open Access was first defined by the Budapest Open Access Initiative following a meeting organized by the 

Open Society Institute/Soros foundations. The subsequent Open Access movement has had a large impact on the 

scholarly communications system. This is seen in the growing number of Open Access journals and institutional 

and subject-based repositories which have developed over the past five years. The reaction of publishers to the 

movement has been mixed with individual publishers (both commercial and non-profit) experimenting with the 

model while large publishers’ associations have generally shown resistance. However, the movement continues 

to gain strength as research funding agencies adopt Open Access mandates to the research they support. 
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1 Introduction 
 

February 14, 2007 marked the fifth anniversary of the release of the Budapest Open Access Initiative (BOAI), 

which offered the first definition of Open Access [1]. This paper examines the impact of the BOAI over the past 

five years. Background information on the role of the Open Society Institute (OSI)/Soros foundations will be 

provided, followed by an examination of key objective measurements for analyzing the impact of the BOAI.  

 

In 2001 OSI’s Information Program began to follow the developments of several projects which shared the 

ultimate goal of making peer-reviewed scholarly content freely available online. Among these projects were 

arXiv.org, the preprints archive for Physics, Mathematics, Computer Science and Quantitative Biology and the 

Public Library of Science’s petition, which called on researchers not to submit their articles to any publisher 

which did not allow articles to be freely available after six months. OSI organized a meeting in Budapest in 

December 2001 which brought together a group of leaders who were exploring alternative publishing models. 
During the meeting it was decided to link the blossoming repository (or self-archiving) movement with Open 

Access journal publishing. Thus the BOAI defined these as two complementary strategies for achieving Open 

Access. The simultaneous promotion of the two strategies has proven to be highly productive. Ultimately to 

succeed, both strategies rely on mandating Open Access to publicly funded research.  

 

Following the release of the BOAI, OSI’s Information Program pledged $3 million to support Open Access 

initiatives. While OSI initially intended to spend these funds over a three year period, we realized that the 

transition to Open Access will require a longer time commitment on the part of OSI and more funding than 

initially pledged. This paper documents both the impact of OSI’s direct funding of the principles outlined in the 

BOAI, as well as broader policy and funding discussions which followed the release of the BOAI. 

 

2 Methodology 
 

Key objective measurements for evaluating the impact of the BOAI include: 

 
- a review of meetings which have followed the BOAI; 

- the number of Open Access journals and institutional and subject-based repositories which have 

developed in the past five years; 

- the number of sites which link to the BOAI as well as to some of the Open Access projects which OSI 

has funded; 

- a review of the response of publishers to the Open Access movement; 

- an examination of the major declarations and funders’ policies regarding Open Access which have 

followed the BOAI. 
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3 The Development of a Movement 
 

Having defined Open Access, the BOAI inspired lively debates among publishers, academics, librarians, and 

funders (both governmental and private) regarding the future of scholarly communication. Much of OSI’s 
funding in the past five years has been dedicated to meetings, conferences and workshops which introduce the 

concept of Open Access. As of January 2007, OSI has provided $441,300 in funding to support over 40 

meetings to introduce and promote Open Access throughout the world. 

 

In addition to supporting meetings on Open Access, OSI has funded projects which directly advocate for Open 

Access. Examples of these are the Open Access News blog, which is written by Peter Suber. Open Access News 

has come to be regarded as the main source for information on the Open Access movement and this can be seen 

in the over 5,400 sites which link to it. OSI also supports some of SPARC’s (the Scholarly Publishing and 

Academic Resources Coalition) work to advocate for Open Access. SPARC has developed the Alliance for 

Taxpayer Access, an organization representing taxpayers, patients, physicians, researchers and institutions that 

support Open Access to taxpayer-funded research. 
 

Seeing the need to facilitate the discovery and use of Open Access journals and repositories, OSI funded the 

development of the Directory of Open Access Journals (www.doaj.org) and the Directory of Open Access 

Repositories (www.opendoar.org). The DOAJ was developed by Lund University Libraries and as of April 2007 

lists 2,622 Open Access journals, an increase of over 2,300 since its launch in 2003.  

 

To complement the DOAJ, OSI brought together a group of funders to support the development of the Directory 

of Open Access Repositories by the University of Nottingham and Lund University Libraries. Currently 

OpenDOAR lists 853 institutional repositories and 15,400 sites link to the OpenDOAR. As of April 2007, 522 

sites link to the BOAI. In particular, organizations often link to the BOAI in reference to defining Open Access.  

 

Beyond the Open Access meetings and projects which OSI has funded, the discussion regarding Open Access 
has been broadened since 2002 to include national, international and institutional funders. In 2003, the Howard 

Hughes Medical Institute (HHMI) and the Max Planck Society both held meetings which addressed Open 

Access from a funder’s perspective. The HHMI meeting produced the Bethesda Statement [2] (the meeting was 

held at HHMI’s headquarters in Bethesda, Maryland) and the Max Planck conference developed the Berlin 

Declaration [3]. Both the Bethesda Statement and the Berlin Declaration provide definitions of Open Access 

which focus on the role of funders. Thus adding the Budapest definition to this mix, many refer to the “BBB” 

definition of Open Access.  

 

4 Publishers’ Reaction to Open Access 
 

The BOAI received stiff criticism from publishers’ associations when it was announced in February 2002. Sally 

Morris of the Association of Learned and Professional Society Publishers (ALPSP) said: “We are convinced all 

of our scholarly communities will be ill-served by an initiative which promotes systematic institutional archiving 

of journal content without having in place a viable alternative model to fund the publication of that content. This 

can only serve to undermine the formal publishing process which these communities value. She warned against 
those who would ‘give it all away first and then start worrying later” [4].  

 

However by the fall of 2002, ALPSP and OSI held a joint workshop in London which described the Open 

Access publishing model. This was the first in a series of three ALPSP/OSI workshops. By the third workshop, 

Martin Richardson of Oxford University Press (OUP) described how OUP was experimenting with the hybrid 

model of Open Access. Through the hybrid model publishers offer authors the choice of paying the article 

processing fee and having their article made freely available online, or they can elect not to pay and then only 

journal subscribers will have access to the article. This model seems attractive to authors, as by electing to have 

their article made freely available through Open Access, it has the potential to reach a larger audience. When 

OUP adopted the hybrid model for their Journal of Nucleic Acids, they found that a high percentage of authors 

elected to pay the article processing fee. Based upon this response, OUP converted the journal to full Open 

Access [5]. The hybrid model offers publishers of traditional subscription-based journals a way to experiment 
with Open Access and allow the pace of change to be dictated by the authors themselves. Jan Velterop, former 

publisher of BioMed Central and currently the Director of Open Access at Springer, described how the hybrid 

model can work for publishers wishing to experiment with Open Access in his Guide to Open Access Publishing 

and Scholarly Societies [6] commissioned by OSI. Within Springer, Velterop leads the Springer Open Choice 

Program which allows authors who submit their articles to all Springer journals to choose the hybrid model of 
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Open Access. Through Springer Open Choice, authors are allowed to retrain their copyright. Springer has 

adopted the Creative Commons Attribution License 2.0 as the Springer Open Choice License [7]. 

 

In addition to subscription-based journals which are converting to Open Access, there are many new Open 

Access journals which have been developed. Today the largest commercial Open Access publisher is BioMed 

Central which publishes over 175 titles. SciELO (the Scientific Electronic Library Online), based in Brazil, 

publishes over 200 Open Access titles and is supported by FAPESP (Fundação de Amparo à Pesquisa do Estado 

de São Paulo), in partnership with BIREME (the Latin American and Caribbean Center on Health Sciences 

Information). Hindawi Publishing, based in Cairo, publishes over 60 titles among a wide range of fields 

including Engineering, Life Sciences, Mathematics, and Physical Sciences. Most importantly, Hindawi 

Publishing has shown that the article processing fee business model is sustainable. As Paul Peters, Head of 
Business Development at Hindawi explained: “Based on our experience as a publisher of both subscription-

based journals and author-pays open access journals, I would not only argue that the author-pays publishing 

model is sustainable, but also that it has many economic advantages over the subscription model. Even though 

our open access journal collection is only a few years old, we have already achieved profitability for the 

collection as a whole. Moreover, using a business model based on publication charges has enabled us to expand 

our publishing program in a much more sustainable way than we were able to using a subscription model” [8].  

 

The Public Library of Science (PLoS), launched by Nobel Laureate Harold Varmus, Mike Eisen, and Pat Brown, 

has demonstrated that Open Access journals can compete with the top subscription-based journals in terms of 

producing high quality journals. PLoS Biology is ranked as the most highly cited general biology journal with an 

impact factor of 14.7 [9]. And PLoS is pushing the boundaries of the traditional concept of a journal with their 
new PLoS ONE which represents cutting edge innovation which could fundamentally change how research is 

communicated. 

 

While individual publishers are experimenting with Open Access, some of the publishers’ associations continue 

to strongly oppose it. This was highlighted in January 2007 when Nature revealed that the Association of 

American Publishers (AAP) had hired a high profile public relations firm, Dezenhall Resources headed by Eric 

Dezenhall, to attack the Open Access movement [10]. Dezenhall’s corporate clients have reportedly included 

Enron and Exxon Mobil. “Dezenhall told the association’s professional and scholarly publishing division, he 

could help – in part by simplyfing the industry’s message to a few key phrases that even a busy senator could 

grasp. Phrases like: ‘public access equals government censorship,’ and ‘government is seeking to nationalize 

science and be a publisher.’ The publishers liked what they heard” [11]. 
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At the grassroots level, the reaction of publishers as well as users of research material to the Open Access 

movement can be seen by looking at statistics from the DOAJ. As previously mentioned 2,300 titles have been 

added to the DOAJ since its launch in 2003, thus 2,300 journals have either converted to or been launched as 

Open Access journals during this time. The importance of the DOAJ can be seen by the fact that 17,800 sites 

link to it. The DOAJ also receive over 5 million visits per month (although this figure does include robots).  

 
By examining the countries where journals in the DOAJ are based (see Figure 1) it is clear that while many 

journals are based in the United States and the United Kingdon, Open Access has been adopted by publishers 

throughout the world, including those based in many developing countries.  

 

 February 2007 December 2006 

1 1582079: 37.32%: .com (Commercial) 1234542: 37.58%: .com (Commercial) 

2  381159: 18.10%: [unresolved numerical addresses]  365680: 23.31%: [unresolved numerical addresses] 

3  145734:  6.36%: .net (Networks)  189425:  9.08%: .net (Networks) 

4  227688:  6.21%: .za (South Africa)  160363:  5.77%: .za (South Africa) 

5   73271:  3.85%: .edu (USA Higher Education)   50301:  2.39%: .br (Brazil) 

6   93426:  3.61%: .org (Non Profits)   42332:  2.03%: .edu (USA Higher Education) 

7    8678:  3.28%: .bg (Bulgaria)   16593:  1.89%: .org (Non Profits) 

8   77620:  3.15%: .ch (Switzerland)   44513:  1.88%: .ch (Switzerland) 

9   55465:  1.75%: .br (Brazil)   34474:  1.58%: .uk (United Kingdom) 

10   44309:  1.68%: .de (Germany)   15913:  1.44%: .de (Germany) 

11   38913:  1.38%: .uk (United Kingdom)   24092:  0.84%: .fr (France) 

12   22442:  0.80%: .ca (Canada)   15505:  0.71%: .it (Italy) 

13   23282:  0.73%: .fr (France)    9933:  0.61%: .in (India) 

14   18516:  0.73%: .my (Malaysia)    8485:  0.59%: .jp (Japan) 

15   15142:  0.61%: .se (Sweden)   10227:  0.54%: .tr (Turkey) 

16   11221:  0.61%: .in (India)    9997:  0.50%: .ca (Canada) 

17   14596:  0.57%: .mx (Mexico)    8553:  0.47%: .pl (Poland) 

18   15897:  0.54%: .it (Italy)    9999:  0.45%: .se (Sweden) 

19    7332:  0.45%: .jp (Japan)   10889:  0.44%: .gr (Greece) 

20   10317:  0.43%: .nl (Netherlands)    8329:  0.41%: .mx (Mexico) 

21   10485:  0.41%: .tr (Turkey)    8584:  0.40%: .be (Belgium) 

22    4753:  0.38%: .dk (Denmark)    6726:  0.40%: .es (Spain) 

23    9422:  0.38%: .au (Australia)    7104:  0.39%: .nl (Netherlands) 

24    7384:  0.36%: .es (Spain)    7727:  0.36%: .pt (Portugal) 

25    7944:  0.36%: .pl (Poland)    6114:  0.33%: .fi (Finland) 

Figure 2: Hits to DOAJ based upon country (top25). 

 
The high global appeal of Open Access journals is also seen by examining the hits to the DOAJ based upon 

country (see Figure 2). While the wealthy research countries are represented, many developing countries also 

make the top 25, thus demonstrating that Open Access journals have been promoted widely and deely to the 

global research community. The high percentage of hits coming from unresolved domains could be due to the 

fact that many users in developing countries access the DOAJ through internet cafes and other third party access 

points. 
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Successful 

requests: 264,931 1,318,720 1,225,736 1,945,841 2,632,710 2,607,935 3,062,684 

Redirected 

requests 57,660 513,306 395,886 328,585 525,862 1,745,736 2,318,193 

Distinct files 

requested: 33,016 171,181 272,397 280,800 487,478 738,879 776,702 
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Distinct hosts 

served:  33,107 120,320 81,189 171,378 138,900 231,663 175,055 

Data 

transferred 

MB: 1,570 12,960 11,440 20,420 27,330 23,900 25,990 

Link to journal      750,677 836,151 

Explanation:        

Successful 

requests 
Each time a user prompts the server to show a file it is a request 

Redirected 

requests 

 

A redirected request can be either a redirection within DOAJ (i.e. from a bibliographic 

record to an abstract) or from DOAJ to an external server (i.e. from an abstract in DOAJ to 

the full-text on a publisher’s site).  

Distinct files 

requested: Indicates how many different files in the DOAJ have been requested during one month. 

Distinct hosts 

served:  

Indicates how many different registered IP-addresses have consulted the DOAJ during one 

month. 

Data 

transferred 

MB: 

Indicates how much data has been transferred (downloaded) from DOAJ during one 

month. Take in consideration that one metadata record is only a very small number of 

bytes - 1000 Megabytes= 1 Gigabyte. 

Link to journal Indicates how many times users have used the DOAJ to go to an abstract or full-text on 
the publishers sites during one month. 

Figure 3: DOAJ requests 

 
And finally, the high use of the Open Acess journals in the DOAJ (see Figure 3) is seen in the growing number 

of requests which the DOAJ has received over the past three years.  

 

5 Mandating Open Access – The Role of the Funding Agencies 
 
The role of the research funders within the Open Access movement is extremely important. By 2003 the Open 

Access movement was advocating for Open Access to research supported by both governmental and private 

research funders. The research funders have begun to adopt mandates for Open Access (or Public Access in the 

case of government-supported research as this research is supported by tax dollars). The message that research 

funders (and taxpayers) are essentially paying twice for the same information has resonated with funders. In the 

case of government funded research, the public supports the research itself through grants from the federal 

research agencies and then the public (through libraries, hospitals, etc.) must purchase the journals in which the 

publicly funded research is published to access the research results.  

 
In 2003 the Wellcome Trust published an economic analysis of scientific publishing [12]. Based upon this 

report, the Trust decided to pursue an Open Access policy for the research which it funds. This ultimately led to 

the Trust becoming the first funder to mandate Open Access to all of the research it funds in September 2006 

[13].  

 

The Science and Technology Committee of the House of Commons launched an Inquiry into the state of 

Scientific Publishing in 2004. Its final report concluded that “the current model of scientific publishing is 

unsatisfactory” and “recommends that the Research Councils and other Government funders mandate their 

funded researchers to deposit a copy of all articles in repositories.” [14]. Although the report was released in 

2004 it took some time for the Research Councils in the UK to adopt policies mandating Open Access. Today 

five out of the seven Research Councils [15] mandate Open Access to the research which they fund. Of 

particular significance, among the five which mandate Open Access is the Medical Research Council. This 
coupled with the mandate from the Wellcome Trust insures that the bulk of medical research funded in the UK 

will be available through Open Access.  

 

A 2006 study by the European Commission on the Economic and Technical Evolution of the Scientific 

Publication Markets of Europe recommended public access to publicly-funded results [16]. This study was 

discussed at a meeting organized by the Commission on Scientific Publishing in the European Research Area in 

February 2007 in Brussels. As a result of the meeting, the Commission will now include the costs of Open 
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Access publishing as an eligible cost in Community funded projects and will begin discussions with the 

European Parliament and the Council regarding mandating Open Access [17]. 

 

In the U.S., the Federal Research Public Access Act (FRPAA) will be re-introduced this spring. FRPAA would 

mandate Public Access to research funded by the eleven largest government departments and agencies (i.e. 

National Institute of Health, National Science Foundation, Department of Energy, etc.). FRPAA would require 

that every federal agency with an annual research budget of $100 million or more implement a public access 

policy which would require researchers who receive full or partial support from the agency to deposit a copy of 

their article in a stable digital repository maintained by that agency or in another suitable repository that permits 

free public access, interoperability, and long-term preservation no later than six months after the article has been 

published in a peer-reviewed journal. This would be a huge improvement over the current NIH Public Access 
Policy which “requests” NIH funded authors to deposit a copy of their article in PubMed Central and has seen a 

very low compliance rate on the part of the authors [18]. 

 

Funding agencies in developing and transition countries are also considering mandating Open Access to the 

research which they fund. In Ukraine, a Parliamentary Inquiry on Harmonization of Governmental Educational 

Policies was launched in December 2005 and concluded that the Ministry of Education and Science should 

encourage the development of Open Access resources in science, technology and education with Open Access a 

condition of state funded research. Subsequently, an Open Access Working Group was formed in Ukraine with 

representatives of the Parliamentary Committee on Science and Education, the State Fund for Fundamental 

Research, the Scientific and Publishing Council of the National Academy of Science of Ukraine, the Ministry of 

Science and Education, the National Library of Ukraine, the State Department of Intellectual Property, the Kyiv 
public administration, and the International Renaissance Foundation (Soros Foundation–Ukraine) [19]. In South 

Africa, the South African National Research Foundation has pledged to support all costs associated with their 

grantees publishing in Open Access journals. And the Library of the Chinese Academy of Sciences held the first 

Open Access meeting in China in June 2005 and is working with other government funding bodies to support 

Open Access.  

 

6 Lessons Learned 
 

As mentioned earlier, OSI initially pledged $3 million to support the Open Access movement when the BOAI 

was launched in 2002. Since then OSI has seen that the transition to Open Access will require a longer time 

committment on our part and more funding than initiatlly pledged. In 2002 it was hoped that other foundations 

would join in supporting Open Access. With the exception of the Gordon and Betty Moore Foundation and the 

Sandler Family Supporting Foundation which have provided generous support to PLoS, other foundations have 

not embraced Open Access, although some of the leading American foundations provide substantial support to 

other open content issues such as Intellectual Property Rights reform and the development of open source 

software. More philianthropic support directed at advocating for the adoption of Open Access mandates by 
govenment and research funding institutions would be extremely helpful in countering the lobbying efforts of 

the large publishers’ associations.  

 

From OSI’s experience with the BOAI it is clear that it was important to first define Open Access and develop 

specific strategies for achieving it. This allowed the key stakeholders to develop communities and subsequently 

a movement to support Open Access. This could serve as an example for the development of other movements 

around open content issues, such as open educational resources.  

 

7 Directions for the Future 
 

While the developments over the past five years are encouraging, much still remains to be done for Open Access 

to meet its full potential. Among the top priorities for the movement are: 

 

1. Mandates from governments/funding agencies: Europe appears to be leading the way in terms 

of adopting significant mandates with the leadership of the Wellcome Trust and the five 

Research Council in the UK which have adopted mandates. In the U.S., while the FRPAA will 
be re-introduced this year in the Senate, strong opposition to it, led by AAP, poses a real 

obstacle to its adoption and increased support for public access advocacy will be needed; 

 

2. Mandates from universities for deposit of material in repositories: In addition to developing 

repositories, more universities must adopt mandates for the deposit of all research written by 
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those affiliated with the university in the institutional repositories. This will require continued 

advocacy at many levels of the university administration and faculty, 

 

3. The development of more Open Access journals: Some estimate that there are 24,000 peer-

reviewed journals, thus this would mean that just over 10% are Open Access if one considers 

that the DOAJ lists 2,622 Open Access titles. More Open Access journals must be developed 

so that authors can have a choice to publish in an Open Access journal as opposed to a 

subscription-based journal. In addition to the numbers, it is important that the quality of the 

Open Access journals is high so that authors will elect to publish in them, 

 

4. Continued unity of the Open Access movement: The Open Access movement (the Open 
Access publishing and the self-archiving/repositories communities) must remain united behind 

the common goal of making peer-reviewed content freely available and not allow differing 

mandates directed at journals or repositories to divide the movement. 

 

8 Conclusion 
 

The impact of the BOAI is clearly seen when one considers that before the meeting in Budapest, there was not 

even a term or definition for Open Access. Now Open Access is being debated by governments and publishers 

and mandated by funding bodies and universities. Much still remains to be achieved, but it is clear that Open 

Access has permanently changed the field of scholarly communication. 
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